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1. Introduction

Adaptive Quantization Matrix Selection (AQMS) to improve the coding efficiency was proposed as an input document D.266 [1] at the previous VCEG Geneva meeting. AQMS is a method of optimizing the quantization matrix macroblock by macroblock. The encoder decides the best quantization matrix index for each macroblock using the Rate-Distortion Optimization (RDO) method and sends the quantization matrix index to the decoder. The decoder receives the quantization matrix index and can perform inverse quantization using the same quantization matrices as the encoder. AQMS can improve coding efficiency for several sequences. On the other hand, in the case of low bitrate, coding efficiency sometimes decreased because of an overhead of the index. 
In this contribution, the simplified AQMS is proposed. In this method, the number of the index is reduced from 4 (2 bits) to 2 (1 bit) for all slice types. Furthermore, Adaptive rounding offset technique introduced in KTA software is made to correspond to the simplified AQMS by updating rounding offset lists per each quantization matrix. Since the decoder switches the quantization matrices it possesses according to the quantization matrix index, it is not required to perform additional computation to determine which quantization matrix should be used. The experimental result of AQMS with this proposal under the KTA software based on VCEG coding condition in VCEG-AA10 [2] shows the bitrate reduction of up to 6.57% for the same PSNR. 
2. Adaptive Quantization Matrix Selection (AQMS) 
At the previous VCEG Geneva meeting, a method to improve coding efficiency by optimizing the quantization matrices adaptively per macroblock was reported in D.266 [1]. 
In the AQMS method [1], an encoder performs the quantization using a quantization matrix selected from among four candidate matrices.  The selection is made adaptively macroblock by macroblock. As the criterion of matrix selection, the cost is calculated for every macroblock using the RDO method [7]. The encoder determines the best quantization matrix which gives the minimum cost. The “index” of 2 bits is added in the macroblock layer syntax as the quantization matrix index. The decoder receives the quantization matrix index and can perform inverse quantization using the same quantization matrix as the encoder. Since the decoder switches the internal quantization matrices it possesses according to the quantization matrix index, it is not required to perform additional computation to determine which quantization matrix should be used.

In the case of the AQMS proposed by D.266, the 2-bit index was transmitted for all macroblocks. However, coding efficiency was sometimes reduced because of the overhead of the index in P and B-Slices. As an improvement, we reduced the number of indices from 4 (2 bits) to 2 (1 bit) for all slice types. The decoder stores a common quantization matrix which is transmitted by the framework of H.264 high profile and the predetermined quantization matrices for each slice type individually. An example of the syntax and the semantics of the quantization matrix index are shown in Table 1. Furthermore, in order to minimize the quantization error, Adaptive rounding offset technique introduced in KTA software is made to correspond to the simplified AQMS by updating rounding offset lists per each quantization matrix. By optimizing both the quantization matrices and rounding offset lists, coding efficiency can be improved.
Table 1: An example of “quantization matrix index” syntax

	macroblock_layer() {
	Descriptor

	....
	

	    if (cbp>0)
	

	        mb_quant_matrix_idx
	u(1) | ae(v)

	….
	

	}
	


An example of “quantization matrix index” semantics
	mb_quant_matrix_idx
	Type of quantization matrix

	0
	common quantization matrix (can be changed by the framework of H.264 high profile)

	1
	Predetermined quantization matrix 


The logic of the simplified Adaptive Quantization Matrix Selection is shown in Figure 1.
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Figure 1: The logic of the simplified adaptive quantization matrix selection
The block diagrams of both an encoder and a decoder are shown in Figure 4. 
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Figure 2: The block diagrams of both an encoder and a decoder
3. Experimental Results

We have integrated this method to the KTA software and have tested our method by using all VCEG sequences for QCIF and CIF based on the recommended simulation common conditions for coding efficiency experiments [2]. This test follows fully VCEG condition of VCEG-AA10 [2] including the adaptive rounding offset and the weighted prediction. The encoder configurations are as follows:

- IBBP... (M=3).
- CABAC.
- Search range (32 pels (Full search). 
- Iterated Bipred motion estimation (Search range (32 pels)
- Rate-Distortion Optimization

- Reference picture number 4.
- Weighted prediction (Picture level RDO)
- Adaptive Rounding Offset (ARO) [2],[3]
- Fixed QP(I)= (22, 27, 32, 37), QP(P)= QP(I) + 1, QP(B) = QP(P) + 1.
The PSNR gain (
[image: image3.wmf]D

PSNR) and the bitrate reduction rate (
[image: image4.wmf]D

Bitrate) were calculated based on BD-SNR (VCEG-M33 [7]). Table 2 shows these values. We confirmed that the average bitrate reduction was about 3.81%. The averaged PSNR gain of 0.20 dB for the same bitrate was achieved.

Table 2: Coding efficiency of QCIF and CIF sequences
	Test Sequence
	Size
	Frame Rate
	Coding Frame
	ΔBitrate(%)
	ΔPSNR(dB)

	container_qcif
	176x144
	15
	148
	3.43
	0.16 

	foreman_qcif
	176x144
	15
	148
	3.60
	0.18 

	silent_qcif
	176x144
	15
	148
	6.57
	0.35 

	paris_cif
	352x288
	15
	148
	4.09
	0.22 

	foreman_cif
	352x288
	30
	298
	3.12
	0.14 

	mobile_cif
	352x288
	30
	298
	3.21
	0.19 

	tempete_cif
	352x288
	30
	258
	2.66
	0.13 

	Total average
	
	
	
	3.81
	0.20 


4. Conclusion

We have tested our method by using all VCEG sequences for QCIF and CIF based on VCEG-AA10 using the KTA software with the simplified Adaptive Quantization Matrix Selection. The experimental results revealed that the bitrate reduction of up to 6.57% was achieved compared with the anchor by adaptively selecting the quantization matrices macroblock by macroblock. 

In this contribution, RDO cost is used as the criterion of the quantization matrix selection. If the cost regarding the subjective criterion is used, it is possible to improve subjective image quality by using AQMS further.
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