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1 Introduction 
H.264 achieves a significant compression gain compared to its predecessor H.263. However this overall bitrate reduction comes with an increase of the proportion of the bits dedicated to the motion information. Figure 1 shows the percentage of bits used by motion vectors related to the total bitstream, for 4 CIF sequences and for the baseline profile. Indeed, at low bitrate, motion information represent in average 35% of the total bitstream for a QP equal to 35 (and can reach 50%).
In addition, the future standards may even increase this motion information with more accurate motion models and probably with a simultaneous luminance bitrate reduction. Consequently improved prediction and coding of the motion vectors is needed.
We have therefore focused our attention on the reduction of the motion information cost. In this contribution a competitive spatio-temporal scheme for the prediction of the motion vectors is first introduced, including a modification of the RD criterion. Second, the occurrence of the Skip mode is increased using a competition-based Skip mode. The modifications are implemented and tested into the JM10.0 reference software [2]. At this stage of the study, only baseline profile results are provided.
The remaining of this paper is organized as follows. Section 2 is a short state of the art of motion vector coding; the proposed modifications on the standard scheme are discussed in Section 3. Section 4 shortly comments the impact of the proposed method on the complexity. Finally Section 5 presents simulation results for Baseline in which the average 6.1% compression gain (and up to 20% for complex motions) with equivalent quality to H.264 is reported.

2 State of the art
The cost reduction of the motion information has already been largely addressed in the literature. We can distinguish two types of methods: methods based on lossy encoding [4] which are not addressed here, and lossless methods which are more widespread. H.264 predicts its motion vector with a spatial median, based on neighboring blocks. The median is adapted depending on the availability of these neighboring blocks [1].

Temporal redundancies have already been addressed. In [5] a temporal predictor is applied to motion vectors and yields good results for sequences with complex motion fields. However temporal only prediction is not more efficient than spatial only prediction when a representative set of sequences is considered. 
In [6] temporal and spatial predictors are used.  In [7] a selection is made at the slice level between spatial or combined spatio-temporal correlation. It is not applied to the coding of the motion vectors for sub-partitions 16x16…4x4, but only for Direct and Skip modes, i.e. to try to avoid sending any motion information. Direct mode with spatial and temporal predictors applied to P frames is also proposed in [10]. 
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Figure 1: Percentage of bits dedicated to the motion in a standard H.264 bitstream.
A few competition-based schemes have also been proposed. They usually select the best predictor from a given set, and send the index of this predictor as side information. In [8] the set is composed of three neighboring motion vectors and these three predictors are exhaustively compared. Nevertheless, in this competition-based scheme, temporal predictors are missing.
We have not seen so far in the literature experimental results with a competition-based scheme for the prediction of the motion vectors with several spatial and temporal predictors.
3 Proposed method 
This section details the two modifications made on the selection of the motion vector predictor, first to improve the prediction of the motion vectors that need to be transmitted, and second on the Skip mode, to increase the amount of macroblocks that do not require to send any motion information.
3.1 Competition for Inter modes
3.1.1 Predictor set

When dealing with lossless coding of motion vectors, the efficiency is closely related to the predictor performance. A competition-based scheme allows selecting the best predictor from a given set, and implies several possible predictors for one motion vector. We have defined a set P including spatial, temporal and spatio-temporal predictors as depicted in Figure 2. 
[image: image2.emf]
Figure 2: description of spatial and temporal predictors.
The available spatial predictors are the neighboring motion vectors mva, mvb, mvc, mvd, and the H.264 median predictor mvH:264. We have defined an extended spatial predictor mvspaEXT based on successive conditions: it is equal to the median of mva, mvb and mvc if the 3 vectors are available. Otherwise, it is equal to mva if it is available, otherwise equal to mvb if available, and otherwise mvc. If none is available it is equal to 0. The temporal predictors are the collocated motion vector mvcol (motion vector at the same position in the previous frame), or the mvtf, which is intended to follow the motion of a moving object, as depicted in Figure 3.
[image: image3.emf]
Figure 3: description of temporal predictors.
Two other temporal median predictors mvtm5 and mvtm9 have been also tested:
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Spatio-temporal predictors are combinations of spatial and temporal ones. In particular, mvspt is defined by: 
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3.1.2 Choice of the predictor
The competition scheme at the macroblock level implies to send a mode i and a residual
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where n is the number of predictors of defined set P.  The weight of this new information is significant (in average 3.5% of the bitrate, and 12.5% of the motion information for a configuration with 2 predictors).

The efficiency of the competition-based scheme is therefore related to the trade-off between this additional cost and the gain obtained by a more accurate prediction. The classical rate distortion 
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 is slightly modified. For the selection of the predictor
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where Rr is the rate for block residue, Rm the rate of the coding mode, Rmv the rate of motion vector residue,  
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where 
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 in the bitstream, and 
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3.2 Competition for the Skip mode

Our objective is to increase as much as possible the occurrence of the Skip mode. We introduce a competition scheme: instead of having one single predictor (H.264 median) as in the standard, a set of predictors is used (close to [10]). From each predictor results a distortion. The predictor that minimizes this distortion is selected as the predictor for the Skip mode. If the Skip mode is selected as the best mode (compared to Intra, Inter, …) the index of the predictor is sent.
3.3 Coding of the mode

In our implementation, the mode is encoded only if necessary, i.e. if all the predictions (for each predictor of the set) are not equal. 

3.4 Adaptation of the set of predictors

Several experiments have been performed with different kind and number of predictors, either for the motion vector competition, or for the Skip competition. We have presented the configuration that provides the best result on average on the test set. However it is obvious that some other configurations perform better on particular sequences or encoding conditions (frame rate, partition size, etc.)
Consequently, for taking maximum benefit of a competition scheme, it is necessary that:

- The set of predictors (number and type) must remain an encoder choice.
- Some predictors (those who appears to be the most efficient) need to be standardized, so that any decoder can support them.

In addition, additional benefits for such a scheme can be achieved if the set of predictors can be modified on the fly by the encoder, and the latter is able to signal to the decoder this modification of the predictor set.

4 Impact on complexity
This section is not intended to provide a complexity study, yet to give an idea of the impact of the proposal on the memory and the complexity.

Memory impact:

The motion information of the reference frames need to be stored. This includes the motion vectors and the corresponding reference frame index. It is to be noticed that these data already need to be stored for the Main/High profiles to support the temporal direct mode.

Complexity impact:
At the encoder side, for each candidate motion vector, the following components need to be computed:

- A residual value 
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 for each predictor of the test set (not only for the spatial H.264 median).
- The cost of this residual value (non normative – an Exp-Golomb lookup table in the JM).
- The cost of the predictor index.
- The equality of the predictions, to avoid sending the mode if possible.
- The distortion of the 16x16 macroblock for each predictor (for the skip mode).
At the decoder side, only the equality of the predictions needs to be checked.

From our point of view, the resulting complexity increase at the decoder is negligible. At the encoder, it remains slight, even if the computation of the distortions (SAD for the Skip mode) can not be neglected.
5 Experimental results

5.1 Test conditions

Simulations were performed on the JM10.0 H.264 reference software [2] in which all normative tools and efficient non-normative encoding decisions are implemented [3]. At this stage of the study, only Baseline profile results are provided. Most of the recommendations made in the common conditions [11] are respected, except:
- 1 reference frame is used instead of 4.
- 100 frames are used.
- QP 27, 32, 37 and 40 are selected. The proposed modification is intended for the lowest bitrates. 

The test set is composed of CIF, SD and 720p sequences with various contents and motions. All results in this section are given in percentage of bitrate saving computed with the Bjontegaard metric [9], which computes average PSNR difference between RD-curves.
5.2 Results with 2 predictors

The results of the proposed competition scheme depend on the number and type of predictors. We have thus made several experiments to find the best configuration.

Our experiments made with either one, two and four predictors for motion vector competition combined with one, two and four predictors for Skip mode competition, show that the best compromise is obtained with two predictors for motion vectors (H.264 median + Collocated vector) and two predictors for Skip mode (H.264 median + mva). Obviously, the reduction of the motion vector bitrate (Rmv) is increased when using four modes but the compromise with the mode coding (Rmv/mm) leads to slightly worse results. 
Concerning the choice of the predictor types, our experiments show that the combination of one spatial predictor and one temporal predictor generally gives better results than two spatial or two temporal predictors for the motion vector competition. 
For the Skip mode competition, the combination of two spatial predictors gives better results than one spatial and one temporal in a majority of sequences, especially for sequences with complex and fast motion. Of course for some sequences different association of predictors are more efficient.
	QP
	Spatial predictor (H.264 median)
	Temporal predictor (Collocated)
	Predictions equal (same value)

	27
	51%
	39%
	10%

	32
	48%
	42%
	10%

	37
	43%
	46%
	11%

	40
	38%
	49%
	13%

	Average
	45%
	44%
	11%


Table 1: selection repartition between the spatial and the temporal predictor.

For motion vector competition the analysis of the selection repartition between the spatial or temporal prediction mode is depicted in Table 1. It shows that on average on the test set, the temporal predictor is selected 44% of the time. Given that the selection results from a RD choice, this result confirms that the temporal predictors are useful. Note that these values exclude the cases where both predictors provide the same value, which represents in average 11%. As an interesting feature, the percentage of selection of the temporal predictor increases when the QP increases. The percentage evolves between 26% and 60% depending on the type of the sequence. 
The average increase of the number of macroblocks encoded with the Skip mode is 8.5%. This increase is correlated with the QP and with the sequence type. Sequences with static background as Bbc-news, Modo, Ice and Mobile take reduced benefit from this modification of the Skip which includes a temporal predictor. For these sequences the competition scheme is more effective if a second spatial predictor is in the set.
It is interesting to note the individual gain related to each modification. The average bitrate gain resulting from the competition-based Skip mode only is 2.7% in average. The average bitrate gain resulting from the only modification of motion vector coding have is 3.6% in average. Depending on the sequence content, the proportion varies in favor of one or the other method. It shows that both tools are useful.
Global results are given in Table 2. The average bitrate gain is 6.1%, and can reach 45% for sequence Raven at QP 40 (to be precise, a simultaneous gain of 39% in bitrate in addition to a gain of 0.27dB).
It can be noticed that the proposed method offers a compression gain for all the sequences we have tested so far. We have compression gain on sequences with simple or no motion (e.g., videoconferencing sequences) as Paris and Silent. These gains remain however low. 
	CIF@30Hz
	SD@30Hz
	720p@60Hz

	Bbc_news
	5.0%
	City
	4.6%
	Raven
	20.1%

	City
	5.5%
	Crew
	4.3%
	City
	9.5%

	Crew
	3.8%
	Ice
	5.5%
	Bigships
	10.0%

	Foreman
	7.1%
	Soccer (60Hz)
	6.4%
	Stockholm
	10.3%

	Ice
	5.6%
	
	
	Night
	3.1%

	Mobile
	1.8%
	
	
	
	

	Modo
	5.3%
	
	
	
	

	Paris
	2.2%
	
	
	
	

	Silent
	3.1%
	
	
	
	

	Soccer
	3.4%
	
	
	
	


Table 2: bitrate saving with the proposed method.
For sequences with fast or complex motions, the compression gain is higher and sequences exhibiting global and constant motion, combined with a high level of spatial details take full advantage of the temporal prediction. The bitrate reduction is also closely related to the QP value. At low bitrate, the motion information tends to become a significant part of the total bitstream, so its reduction leads to the highest improvements. Finally the bitrate reduction is clearly related to the frame rate. Effectively the bitrate saving for Foreman moves from 4.1% at 15Hz to 7.1% at 30Hz. This is explained by the temporal distance between motion vector fields. 

6 Conclusion

In this contribution a competition-based scheme for the prediction of the motion vectors is proposed. The predictors are optimally selected via a rate-distortion criterion that considers the cost of the residual of the motion vector and the cost of the prediction mode. Temporal and spatial predictors are added to the motion vector predictor standard to take benefit of both temporal and spatial correlations in motion vector fields. A competition-based Skip mode is also proposed to increase the amount of macroblocks encoded with this mode, and so avoid sending motion information. These two techniques are implemented in the JM10.0 reference software for the Baseline profile. They provide a systematic bitrate reduction (whatever the sequence and the QP). The average bitrate saving is 6.1% and reaches 20%. It also appears that an on the fly adaptation of the set of predictors made at the encoder side, based on sequence characteristics and encoding configuration can bring additional improvements. 
As a next step, implementation for the Main/High profile will be done. 
7 IPR statement
Orange France Telecom R&D may have IPR connected to the proposed method and based on reciprocity Orange – France Telecom R&D is prepared to grant a license on reasonable and non discriminatory terms.
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		Baseline JM10.2

																				Baseline

				I		P		B		MV P		MV B		Mode I		Mode P				P		B		IBP		MV P		MV B		MV		Mode				IBP / MV		P / MV P		B / MV B				IBP/Mode

		City 45		12870		1364				602				1814		516				135036				147906		59598				59598		52898				40.2945113788		44.1348973607						35.7646072506

		40		26918		3068				1485				1346		912				303732				330650		147015				147015		91634				44.4624225011		48.4028683181						27.7132920006

		35		52103		5803				2509				818		1263				574497				626600		248391				248391		125855				39.6410788382		43.2362571084						20.0853814236

		30		94173		11232				3989				582		1616				1111968				1206141		394911				394911		160566				32.741694379		35.5146011396						13.3123739264

		25		158674		19240				4868				464		1722				1904760				2063434		481932				481932		170942				23.3558233508		25.3014553015						8.2843454164

		20		238680		51215				6206				444		2135				5070285				5308965		614394				614394		211809				11.5727641828		12.1175436884						3.9896476997

		15		340622		129146				7194				412		2333				12785454				13126076		712206				712206		231379				5.4258866092		5.5704396574						1.7627431077

		Foreman 45		11645		2256				1058				1384		724				223344				234989		104742				104742		73060				44.5731502326		46.8971631206						31.090817017

		40		18348		3831				1960				1208		932				379269				397617		194040				194040		93476				48.8007303511		51.1615766119						23.5090551963

		35		29666		6339				3040				982		1164				627561				657227		300960				300960		116218				45.7923974517		47.9570910238						17.6830836226

		30		50529		11840				4598				940		1549				1172160				1222689		455202				455202		154291				37.2295816843		38.8344594595						12.618989784

		25		89391		24421				7224				712		2304				2417679				2507070		715176				715176		228808				28.5263674329		29.5810982351						9.1265102291

		20		150141		58051				10415				556		3272				5747049				5897190		1031085				1031085		324484				17.4843442385		17.9411207387						5.502349424

		15		238884		151396				14585				534		4507				14988204				15227088		1443915				1443915		446727				9.4825419016		9.6336759227						2.9337651428

		Paris 45		26340		1665				740				1080		442				164835				191175		73260				73260		44838				38.3209101608		44.4444444444						23.4539034916

		40		45050		3205				1348				950		627				317295				362345		133452				133452		63023				36.8300928673		42.0592823713						17.3930922187

		35		73468		6969				2410				836		1008				689931				763399		238590				238590		100628				31.2536432455		34.5817190415						13.1815734629

		30		117823		16031				3668				702		1464				1587069				1704892		363132				363132		145638				21.2994136872		22.8806687044						8.5423592814

		25		179451		33338				4774				536		1875				3300462				3479913		472626				472626		186161				13.5815464352		14.3199952007						5.3495877627

		20		255451		61334				5696				494		2203				6072066				6327517		563904				563904		218591				8.9119318052		9.2868555777						3.4546094463

		15		358807		111690				6836				460		2670				11057310				11416117		676764				676764		264790				5.9281452704		6.1205121318						2.3194401389

		Container 45		14389		287				109				1308		113				28413				42802		10791				10791		12495				25.2114387178		37.9790940767						29.1925610953

		40		24500		531				207				1184		168				52569				77069		20493				20493		17816				26.5904579014		38.9830508475						23.1169471513

		35		42151		1050				371				1312		244				103950				146101		36729				36729		25468				25.1394583199		35.3333333333						17.4317766477

		30		72347		2692				720				1394		434				266508				338855		71280				71280		44360				21.0355461776		26.7459138187						13.0911451801

		25		121510		8340				1392				1000		751				825660				947170		137808				137808		75349				14.5494473009		16.690647482						7.9551717221

		20		187177		25475				2428				662		1232				2522025				2709202		240372				240372		122630				8.8724281172		9.5309126595						4.5264251244

		15		275207		70188				4035				498		2108				6948612				7223819		399465				399465		209190				5.529831243		5.7488459566						2.8958366759

		% MV diminue a partir de 40 au profit du mode

		Pour paris, ca reste eleve : le debit global est plus bas (nombre de skip) mais les vecteurs restants a coder restent difficiles a predire

		Par contre pour container, les VM sont faciles a predire
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																				Baseline

				I		P		B		MV P		MV B		Mode I		Mode P				P		B		IBP		MV P		MV B		MV		Mode				IBP / MV		P / MV P		B / MV B				IBP/Mode

		City 45																		0				0		0				0		0				0		0						0

		40		26918		3068														303732				330650		0				0		0				0		0						0

		35																		0				0		0				0		0				0		0						0

		30																		0				0		0				0		0				0		0						0

		25																		0				0		0				0		0				0		0						0

		20																		0				0		0				0		0				0		0						0

		15																		0				0		0				0		0				0		0						0

		Foreman 45																		0				0		0				0		0				0		0						0

		40																		0				0		0				0		0				0		0						0

		35																		0				0		0				0		0				0		0						0

		30																		0				0		0				0		0				0		0						0

		25																		0				0		0				0		0				0		0						0

		20																		0				0		0				0		0				0		0						0

		15																		0				0		0				0		0				0		0						0

		Paris 45																		0				0		0				0		0				0		0						0

		40																		0				0		0				0		0				0		0						0

		35																		0				0		0				0		0				0		0						0

		30																		0				0		0				0		0				0		0						0

		25																		0				0		0				0		0				0		0						0

		20																		0				0		0				0		0				0		0						0

		15																		0				0		0				0		0				0		0						0





Graph

						City		Foreman		Paris		Container

				45		40.2945113788		44.5731502326		38.3209101608		25.2114387178

				40		44.4624225011		48.8007303511		36.8300928673		26.5904579014

				35		39.6410788382		45.7923974517		31.2536432455		25.1394583199

				30		32.741694379		37.2295816843		21.2994136872		21.0355461776

				25		23.3558233508		28.5263674329		13.5815464352		14.5494473009

				20		11.5727641828		17.4843442385		8.9119318052		8.8724281172

				15		5.4258866092		9.4825419016		5.9281452704		5.529831243
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