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Goals and topics of the VCEG meeting

The primary purposes of these VCEG sessions were to consider proposals for future work on H.264 and "H.265".

July-approved agenda:

1. Progression of work on revision of H.264 for scalable video coding.

2. Consideration and progression of work on revision of H.264 for 4:4:4 video coding.

3. Maintenance of H.26x standards.

4. Consideration of last-call remarks as necessary relating to H.264, H.264.1, and H.264.2.

5. Consideration of future work proposals for revision of H.264, H.264.1, and H.264.2 for other purposes.

6. Consideration of proposals and organizational work toward eventual development of an "H.265".

7. Collection of non-normative content to aid in the study and implementation of H.264.

8. Study and coordination relating to use of video coding in systems.

9. Coordination and communication with other organizations.

10. Planning for future work of Q6.

11. Other business as necessary for Q6 consideration.

Subjects for VCEG discussion at this meeting included, in particular

· Review and planning of JVT work, including

· Progress of work in JVT

· VCEG / ITU-T processing of JVT outputs

· Future plans for JVT

· Technical contributions and planning for H.264 extension project to support

· Improvement of coding efficiency

· Minimization of computational complexity

· Scalability

· Other technical areas as appropriate

· Technical contributions, requirements, and planning for "H.265"

· Maintenance and coordination for prior video standards H.120, H.261, H.262, and H.263
· Planning and objectives for workshop on video coding standardization

· Video support in ITU-T systems

· Coordination and communication with other organizations

· Other topics as necessary for VCEG consideration

2
Opening remarks of the VCEG meeting

The rapporteur noted the following for the participants:

· Participants were reminded of the ITU-T IPR policy, were urged to follow that policy, and were directed to the ITU-T web site (http://www.itu.int) for further information about the policy.  As noted at the Hong Kong meeting, proposals for normative standardization content should include at least a short statement citing the relevant box on the ITU-T reporting form under which their IPR is available (and whether they are aware of or hold IPR necessary for implementation of their proposal).  This was intended to be required for this and future meetings.  It is to be understood that such statements in technical proposals are best-effort non-binding informal descriptions of the author's understand of IPR status and that full and proper following of formal IPR reporting practice for the ITU, using the ITU-approved form, is still required when technology has been included in a draft for standardization by the committee (as soon as possible and particularly prior to final approval).  See ITU-T web site for precise IPR policy clarification.
· Input documents to our meetings contain informal reporting of IPR status for all proposal contributions.

3
Access to VCEG documents and email reflector

The VCEG email reflector has moved to Yahoo Groups as vceg-experts@yahoogroups.com.

The VCEG ftp site can be accessed as follows.

· FTP access is available at ftp://ftp3.itu.int in the directory av-arch/video-site with user ID "avguest" and password "Avguest".

· HTTP access is available at http://ftp3.itu.int/av-arch/video-site (without a password).

· Files for the Nice VCEG meeting were located in the subdirectory 0510_Nic.

4
Contributions to the VCEG meeting

Contributions to the VCEG meeting are listed as follows:

VCEG-AA00 [G. Sullivan]    List of Documents

VCEG-AA01 [G. Sullivan]    Report of Nice VCEG meeting

VCEG-AA02 [G. Sullivan]    Report of Geneva VCEG status & activity

VCEG-AA03 [G. Bjøntegaard & D. Lindbergh] AHG Computational efficiency

VCEG-AA05 [J. Jung]                       AHG Error-Prone Environments

VCEG-AA06 [T. Wedi & T.K. Tan] AHG Coding efficiency

VCEG-AA07 [A. Fuldseth, G. Bjøntegaard]

          Use of Complexity Measures in Designing Future Standards

VCEG-AA08 [J. Jung, M. Baillavione]  Back channel for H.264: new results

VCEG-AA09 [P. Rault] Back channel for H.264: cross check of FT results

VCEG-AA10 [T.K. Tan, G. Sullivan, T. Wedi]

                Common conditions for coding efficiency

VCEG-AA11 [Y. Vatis, J. Ostermann] Complexity of adapt mot comp

VCEG-AA12 [J. van der Meer, F. Bruls, T. Wiegand, A. Smolic, S. Lei]

                Depth map coding support in H.264
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Discussion of contributions
VCEG-AA00 [G. Sullivan]    List of Documents

VCEG-AA01 [G. Sullivan]    Report of Nice VCEG meeting

VCEG-AA02 [G. Sullivan]    Report of Geneva VCEG status & activity

Reviewed

Last call & ar status noted.

VCEG-AA03 [G. Bjøntegaard & D. Lindbergh] AHG Computational efficiency

Report not provided.  Document VCEG-AA07 is relevant to the subject area.

VCEG-AA05 [J. Jung] AHG Error-Prone Environments

KTA #3: Feedback-based robustness

Concepts of

1) what back-channel info is needed and

2) how it should be transported

Documents 8 and 9 are relevant

VCEG-AA06 [T. Wedi & T.K. Tan] AHG Coding efficiency

KTA #1: Coding efficiency (incl. 4:4:4)

Three main topics discussed:

1) KTA Software – now available, but what to do with it?

2) New topics discussed: Blur compensation (email) and picture flipping (Geneva input)

3) Common test conditions – see doc VCEG-AA10

VCEG-AA07 [A. Fuldseth, G. Bjøntegaard] Use of Complexity Measures in Designing Future Standards

A desire was expressed to select, in our work, only those technologies that provide a good trade-off between other goals and feature complexity.

A desire was expressed to get proponents to submit computational efficiency

The report advocated to establish procedures (like our common conditions for coding efficiency) for measuring complexity of proposed technologies.

Possibilities for how to measure complexity:

· non-optimized software with operation counts, memory space measurement (perhaps not the ideal way to measure complexity, but verifiable)

· optimized reference software (difficult to develop and maintain, but open and verifiable)

· optimized proprietary software (non-verifiable, but some kind of useful data)

Exactly what complexity measure(s) would we want to use?  Would need to study to determine that.  Remark: Don't want to create a metric that would "create a life of its own" that doesn't really measure the right thing.  Some aspects, like DRAM bandwidth, are obviously useful.

Remark: For PSNR (an imperfect measure) we have visual testing to fall back on.  Here we don't have a clear path to follow.For PSNR (an imperfect measure) we have visual testing to fall back on.  Here we don't have a clear path to follow.

Remark: Want to make sure we don't create artificial road-blocks to progress.

Remark: Extremely difficult to measure impact considering the broad variety of different architectures that can be used in implementations.

Remark: Complexity estimation seems most important when comparing near "apples-to-apples" in other performance metrics…

Remark: Prior memory analysis effort was useful.

Remark: Prior multi-platform effort discussed in CSVT 2003 paper was helpful.

Remark: Shouldn't over-emphasize some belief about complexity that may be driven by short-term architecture-dependent myopia.  Many things that seemed necessary to constrain some years ago seem less important today.

Suggestion: Continue AHG and encourage work to develop ways to measure complexity and then test the output of that activity in the context of future subjects that arise in proposal evaluations.  Agreed.

VCEG-AA08 [J. Jung, M. Baillavione]  Back channel for H.264: new results

Goal 1: determine if back-channel messages are useful

Goal 2: determine the content of such messages

Goal 3: determine how to carry such messages

Reference algorithm:

· basic spatial error concealment algorithm

· intra picture request (e.g., H.245)

· periodic intra refresh (period of 132)

Several remarks: That periodic intra refresh period seems way too long, and a more sophisticated (e.g., probabilistic) update method seems.

Remark: We have some old agreed common conditions for error resilience testing, why is this effort using much less useful methods than what we have agreed as a group previously for such work?

Remark: Spatial error concealment?  Some others might be better realistic reference methods – such as temporal concealment (perhaps using spatial MV estimation).

Demo – Remark: Expect the back-channel message to arrive within a few frame times?  Response: 50-200 ms seems realistic.  Remark: Much more delay than that is typical in videoconferencing – 200 ms is very optimistic.  Remark: This feedback-channel message would probably be useless for more than 2 s delay.

Remark: Whatever the details, we probably generally agree that feedback messages will have some value – the question is how much.  Remark: Maybe not.

Remark: H.245 already has macroblock and gob/slice and frame update requests.  Response: Those are prohibited for H.264 use (perhaps because they do not properly apply in some way in the H.264 context), and are inadequate when considering what could be done for H.264.

Demo – generally the group did prefer the quality of the feedback-based method as demonstrated.

Did not use constrained intra prediction, as it did not appear to help.  Remark: That seems strange.  We think it ought to help.

Remark: What rate control? Proprietary algorithm.

Remark: Is it really necessary to measure the performance in the very best possible way?  It's really up to manufacturers whether to use the feedback messages or not and how to do error/loss concealment.  The prior justification effort for similar features for H.263 probably didn't have totally-bullet-proof experiments either.  Little harm in working on drafting a syntax under the assumption that it will have some benefit and then allow manufacturers to design their products to either use it or not according to their application environments.

Agreed to plan to standardize back-channel message syntax, to determine later how and where such syntax would be carried.  Adopt proposed syntax as our current draft for such messages – to be refined with an intent to reach Consent in April 2006.

A plan was agreed to send an LS to Q.1 describing the plan.  However, the actual LS text was not prepared in a timely fashion.  This issue should be revisited at the Bangkok meeting.
VCEG-AA09 [P. Rault] Back channel for H.264: cross check of FT results

Used frame copy loss concealment method.

Results consistent with FT contrib.

80 ms one-way delay modeled.

Approx gain 1.2 dB.

VCEG-AA10 [T.K. Tan, G. Sullivan, T. Wedi] Common conditions for coding efficiency

Updates old VCEG-N document according to plans agreed in Hong Kong (changes of sequences to use, 12 offset redefinition of QP, also change range of QP, JM settings).

Discussed, reviewed and revised version provided according to reviewed agreed text.

VCEG-AA11 [Y. Vatis, J. Ostermann] Complexity of adapt mot comp

Complexity analysis of KTA-investigated motion comp interpolation filtering – roughly 3x complexity for this.  See document for further info.

VCEG-AA12 [J. van der Meer, F. Bruls, T. Wiegand, A. Smolic, S. Lei] Depth map coding support in H.264

Advocates:

1) providing a way to indicate that auxiliary coded pictures represent bit, and

2) providing a way to indicate that video stream represents a video depth map and

Sequence-level information (e.g., VUI / SPS extension).

Remark: Which approach makes the most sense?  Response: Both, depending on the application scenario.

Does approach #2 really require any information in the video elementary stream?

Remark: Test material / Demonstration of effectiveness? Response: Test sequences can be made available, Demos happening in the hallway this week.

"Showcase" contribution desired.

Probably not more than 2 pages of text.

A plan was agreed to send an LS to MPEG expressing interest in the topic – stating that we believe that providing an indication in the bitstream suitable for either purpose described above would appear to be a rather simple extension of H.264 – expressing interest in collaboration/joint work on the subject. However, the actual LS text was not prepared in a timely fashion.  This issue should be revisited at the Bangkok meeting.
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Future planning and "H.265"
A desire was expressed to have common "key technical area" (KTA) software to test new interpolation techniques for motion compensation interpolation and possibly other proposal technologies.

We plan for the work of prior 3 VCEG ad hoc groups to continue by email reflector correspondence; however, it should be understood that current work in these AHGs is not intended to imply any need for near-term planning to create new extensions of H.264 (except as noted elsewhere in this report), or to start drafting of an "H.265" or "H.266", etc., but are rather for study to determine whether and when work on such things should begin in earnest.

When we do get to beginning serious work on an "H.265", we agree that among the goals will be:

· simplicity and "back to basics" approach

· coding efficiency (e.g., 2*H.264 efficiency)

· computational efficiency (in principle, we consider encoder as well as decoder computational efficiency to be worthy of consideration.)

· loss/error robustness

· "network friendliness"

· other considerations as necessary

The necessary scope of an "H.265" is yet to be determined.

NOTE: Backward/forward compatibility is not assumed to be required for "H.265", as compatible technology would be anticipated to be standardized as extensions of H.264 rather than as a new standard.  We are certainly in a position to create new extensions of H.264 at any time that we consider such extensions to be useful/necessary.

At the moment we do not see evidence of readiness of technical advances sufficient to justify embarking on a concentrated effort toward an "H.265" design project.

Brief discussions were held to consider whether any particular remarks were necessary to be recorded concerning progress of the projects on scalable video coding (SVC) and 4:4:4 coding.  No issues of concern were raised regarding these projects.
The host was thanked for well-addressing VCEG needs at the meeting, and the meeting was closed.
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Attendance
According to a sign-in sheet passed around at the meeting, the attendance at the VCEG meeting was as follows:

1. Gary J. Sullivan (Microsoft)

2. Thomas Wiegand (Fraunhofer HHI)

3. Xianglin Wang (Nokia)

4. Ye-Kui Wang (Nokia)

5. Heiko Schwarz (Fraunhofer HHI)

6. Joern Ostermann (Univ. Hannover)

7. Christine Guillemot (INRIA)

8. Alex Eleftheriadis (LMI)

9. Phoom Sagetong (Qualcomm)

10. Joël Jung (France Telecom)

11. Jungyoup Yang (Sungkyunkwan Univ.)

12. Kuhun Yan (Sejong Univ.)

13. Woo-Shik Kim (Samsung AIT)

14. Hyun Mun Kim (Samsung AIT)

15. Dae-Sung Cho (Samsung AIT)

16. Shawmin Lei (Sharp Labs USA)

17. Lu Yu (Zhejiang Univ.)

18. Chong Soon Lim (Panasonic)

19. Peter List (T-Systems)

20. Onur G. Guleryuz (DoCoMo USA Labs)

21. Diego Santa Cruz (Visiowave / GE Security)

22. Xiaozhong Xu (Tsinghua Univ. China)

23. Zhongkang Lu (Inst. for Infocomm Research)

24. Pankaj Topiwala (FastVDO)

25. Masato Shima (Texas Instruments)

26. Thiow Keng Tan (NTT DoCoMo)

27. Yukihiro Bandoh (NTT)

28. Jie Jian (Sejong Univ.)

29. Mike Nilsson (BT)

30. Jae-Gon Kim (ETRI)

31. Haechul Choi (ETRI)

32. Seon-Tae Kim (ETRI)

33. Suk-Kyu Song (ETRI)

34. Rich Hall (Polycom)

35. Tomoyuki Yamamoto (Sharp)

36. Lianhuon Xiong (Huawei)

37. Tomokazu Murakami (Hitachi)

38. Takeshi Chujoh (Toshiba)

39. Byeong-Moon Jeon (LG Electronics)

40. Katsumi Tahara (Sony)

41. Teruhiko Suzuki (Sony)

42. Yoshiyuki Yashima (NTT)

43. Seung-Wook Park (LG Electronics)

44. Ji Ho Park (LG Electronics)

45. Thomas Wedi (Panasonic)
46. Peter Amon (Siemens AG)

47. Steffen Wittmann (Panasonic)

48. Shijun Sun (Sharp)

49. Siwei Ma (Univ. Southern Cal.)

50. Ying Chen (Thomson)

51. Purvin Pandit (Thomson)

52. Yi-Jen Chu (Intel)

53. Patrick Rault (FastVDO)

54. Takashi Nichi (Oki)

55. Sheng Zhong (Broadcom)

56. Yoshihiro Miyamoto (NEC)

57. Wonseon Song (Soongsil Univ.)

58. Florelle Pauchet (IRISA/INRIA)

59. Barry Haskell (Apple)

60. Ajay Luthra (Motorola)

61. Yiliang Bao (Nokia)

62. Yoshihisa Yamada (Mitsubishi)

63. Lulin Chen (Mobilygen)

64. Jean Kypreos (Envivio)

65. Ping Wu (Tandberg Television)

66. Arild Fuldseth (Tandberg Telecom)

67. Michael Horowitz (CoVi)

68. Lazar Bivolarski (Connex)

69. Xingjian Meng (Huawei)

70. Michael Isnardi (Sarnoff)

71. Haoping Yu (Thomson)

72. Yi-Shin Tung (Setabox)

73. Wen-Hsiao Peng (NCTU)

74. Greg Cook (Thomson)
75. Ulrich Benzler (Bosch)

76. Justin Ridge (Nokia)

77. Frank Bossen

78. Cristina Gomila (Thomson)

79. Yeping Su (Thomson)

80. Andrew Segall (Sharp)

81. Shih-Ta Hsiang (Motorola)

82. Mathias Wien (RWTH Aachen)

83. Lee Mei Huang (Panasonic)

84. Faisal Ishtiaq (Motorola)
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