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1. Introduction

For a single-chip-color-sensor digital video camera, each pixel actually has only one color component.  Figure 1 shows a typical Color Filter Array (CFA), the Kodak Bayer mosaic filter, which has been used by most popular primary-color-mosaic sensors.  As in Fig.1, 50% of the pixels are covered by the Green sensors while 25% covered by each of Blue and Red sensors.  

[image: image1.wmf]
Figure 1. Illustration of Bayer mosaic filter.
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Figure 2. Illustration of conventional video system.

Since each pixel position has only one color component, the other two components have to be generated or invented based on existing samples.  The interpolation or invention process is simply a 1:3 data expansion.  For conventional video system (Fig. 2), a lossy color conversion (as from RGB to YCbCr with rounding operations) followed by a lossy 2:1 subsampling will then give us the 4:2:0 YCbCr data to compress.  Overall, the process results in a lossy 1:1.5 data expansion before the compression module kicks in.

Although the data losses by the rounding of color transform and the chroma subsampling can be subtle and not very significant especially for regular consumer applications, they will be unnecessary if we can get around them while achieving similar or even better compression performance.

One straightforward solution is to compress the Bayer-pattern data directly [1] assuming the data have gone through an initial interpolation, color correction, white balancing, gamma correction, and a re-sampling process back to the Bayer format within the cameras; and then interpolate the data into 4:4:4 RGB format after decompression.  However, a typical interpolation process within a digital camera could operate on the raw data of more than 8-bit resolution, while the interpolation process after compression will operate only with 8-bit data in most situations.  In the meanwhile, an additional risk is that the decompressed data might have been corrupted and the compression artifacts might get enhanced as well during the interpolation.

The solution we are investigating here is somewhat in between the conventional coding method and the direct Bayer-pattern coding method.  We consider the G component is the most important color component, and therefore, its interpolation based on the raw data shall be kept as input to the video/image encoder.  Since most interpolation algorithms consider image correlation between color components, the interpolated G components can contain some information from R/B as well.  Therefore, this is not simply a data expansion process from a system point of view.  Since human vision system is relatively less sensitive to artifacts in R/B, interpolating the missing R/B later based on 8-bit data, with the help from the full resolution G data, will hopefully give acceptable image quality. 
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Figure 3. Illustration of video system with RCT for 4:2:0 RGB.

The idea is further illustrated in Fig. 3.  First, we generate the missing Green components.  The full resolution Green data and the original Blue and Red data together form the 4:2:0 RGB pictures.  The encoding and decoding process then operate directly on the 4:2:0 RGB data.  The trick here for the new video system is to defer the interpolation process for missing Blue and Red components until the bitstreams have been decoded.  And there is no significant data loss before the compression.  The B/R interpolation module can be considered either as a postprocessor for video decoder or a preprocessor for the RGB display device.

2. Background – Residual Color Transform

Residual Color Transform (RCT) is a coding tool in H.264 High 4:4:4 profile [2] for efficient coding of RGB format video sequences.  The difference between the conventional video coding system (Fig. 4) and RCT (Fig. 5) is that the conventional system converts the captured RGB data into YCbCr format (or maybe YCgCo [3], etc.) for compression and converts the YCbCr data back to RGB for display, while the RCT tool enables compression in the RGB space directly.  

The color conversion in RCT (as RGB to YCgCo) is inside the typical coding loop, and can be considered as an extension of the conventional transform coding from 2D spatial transform to 3D transform (2D spatial + 1D color) however with the same purpose of all transform coding – data decorrelation and energy compaction and therefore easier compression.  As demonstrated in an updated version of the RCT algorithm [4], significant improvements in RD performance over direct RGB coding method could be achieved for all three RGB color components.
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Figure 4. High-level block diagram of a conventional digital video system.
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Figure 5. High-level block diagram of a video system with RCT.

The main challenge for RCT to be applied in practice is not the compression issue but the video capture and display.  Since the 4:4:4 RGB format is not popular for its bandwidth requirement, most video-capture and video-display devices nowadays do not directly support the RGB format even though extra hardware/software resources are needed internally to convert data from/to RGB.  In this document, we will discuss about video coding from a system point of view and present another way of applying the RCT concept – for coding 4:2:0 RGB format video sequences.

3. 4:2:0 RBG video coding – codec design details

[image: image6.wmf]8x8 G residual

4x4 B residual

4x4 R residual

2x2 sub

-

sampling

4x4 G residual

RGB to 

YCgCo

4x4 transform

Quantization

YCgCo

Coefficients

De

-

quantization

Inverse 4x4 transform

YCgCo

to RGB 

Reconstructed 4x4 G residual

2x2 up

-

sampling

8x8 G residual prediction

2

nd

-

level 8x8 G residual

8x8 or 4x4 transform

Quantization

G Coefficients

Entropy coder

8x8 G residual

4x4 B residual

4x4 R residual

2x2 sub

-

sampling

4x4 G residual

RGB to 

YCgCo

4x4 transform

Quantization

YCgCo

Coefficients

De

-

quantization

Inverse 4x4 transform

YCgCo

to RGB 

Reconstructed 4x4 G residual

2x2 up

-

sampling

8x8 G residual prediction

2

nd

-

level 8x8 G residual

8x8 or 4x4 transform

Quantization

G Coefficients

Entropy coder


Figure 6. Block diagram of residual coding with RCT for 4:2:0 RGB.

Figure 6 shows the block diagram of a residual encoding procedure with RCT for 4:2:0 RGB data.  

1. An 8(8 block of G prediction residuals is sub sampled to produce a 4(4 block of G residuals.  

2. The 4(4 G residuals, together with the 4(4 B an R residuals, are converted to the YCgCo format.  

3. The YCgCo data then go through a 4(4 transform and quantization.  

4. The quantized YCgCo coefficients are then coded into bitstreams using the entropy coder.  

(Note: Steps 1-4 can be considered as a combination of Reduced Resolution Update (RRU) and RCT.)

5. The reconstructed YCgCo data are converted back to RGB format.

6. The reconstructed 4(4 G residuals are up-sampled to 8(8 as a prediction to the 8(8 G residual.

7. The differences between the 8(8 G residual and the 8(8 G residual prediction, i.e., the 2nd-level 8(8 G residual, go through another transform/quantization process and then are coded into bitstreams by the entropy coder.

There are several issues that should be addressed while designing codec with RCT for 4:2:0 RGB.  

1. The sub-sampling at Step 1 can be simply average operation.  The up-sampling process at step 6 can simply be duplicate operation.  Since the up-sampling process is normative part of the codec, signals are needed at the sequence/picture level if multiple options are allowed. 

2. For coefficient coding, there are in total four components to be coded: Y, Co, Cg, and the 2nd-level G.  Separate QP values should be defined for all four components.  Particularly, QP’s for Y and the 2nd-level G could be different.  Similarly, coded block patterns (cbp) parameters should be defined for all four components.

3. For G intra prediction, 8(8 prediction modes are preferred; while for R/B, 4(4 intra modes should be the best choice for the 4:2:0 format.  

4. Sampling position of R and B are different, and the positions can change from picture to picture.  Therefore, the R/B sampling positions should be signaled in the bitstream at sequence and/or picture and used for motion vector interpolation and final display rendering.  For example, a zero-motion motion compensation for R/B might actually corresponds to a non-zero motion in G.

Although our discussion here is specifically related to the Bayer CFA, the same principle can be applied to CFA patterns other than the Kodak Bayer, such as Sony Mavica, “New” Sony, R-G-B staggered, Hitachi, and Subtractive CFA, etc..

4. Future Work

Our preliminary studies have shown some potential benefit of the coding scheme.  We plan to implement the RCT technique for 4:2:0 RGB format based on existing JM software in our future work and compare the coding performance to the conventional coding systems.

We will also look into other coding techniques in addition to the proposed RCT approach for coding 4:2:0 RGB format image sequences.  For example, in terms of the active SVC extension of H.264/AVC, spatial-scalable coding can potentially be applied here with the base layer as the low-resolution 4:4:4 RGB images and the enhancement layer as the full-resolution 4:2:0 RGB pictures.
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