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1 Introduction

Support for diverse devices is one of the most compelling scenarios requiring scalable video coding.  For broadcast environments supporting diverse devices, complexity scalability is a requirement.  In broadcast environments, for example in satellite, terrestrial, wireless LAN, and cellular networks, all layers of a scalable bitstream are broadcast over the same network and are available to all devices.  For example in a two-layer system, two layers are broadcast, and low-end devices use only the lower (base) layer, and devices with higher capabilities use both the base and the enhancement layers.  In such an environment, total bitrate efficiency of the combined layers is an important requirement, but the bitrate efficiency of a lower layer individually is not a requirement.  
 

We have found that by relaxing the typical requirement of bitrate efficiency of the lower layer, total bitrate efficiency for the combined layers can be improved.  In this document, we shall propose a tool that is well suited to the requirements of this particular application scenario, and additionally can provide coding efficiency savings for non-scalable coding in the low-to-mid bitrate ranges.

 

Without loss in generality, in this document, we shall propose our complexity scalable video codec by considering a broadcasting video system which supports two different levels of decoder complexity and resolution. A lower resolution decoder has a smaller display size and has very strict decoder complexity constraint. A full resolution decoder has a larger display size and less strict but still important complexity decoder constraint. The method is an extension of the Reduced Resolution Update (RRU) mode, which was proposed to VCEG as a potential tool for achieving improved encoding performance within H.264/MPEG-4 AVC and its future extensions [1]

 REF _Ref84751959 \r \h 
[2]. RRU is to encode the image at a reduced resolution, while performing prediction using a full resolution reference, thus allowing the final image to be reconstructed at full resolution. The main idea in our complexity scalability approach is to use RRU mode for inter-pictures. Then with different complexity, we can decode one bitstream into two different resolutions. In our approach, we target on generating high quality sequence for full resolution, while allowing constrained drift for low resolution. 

Section 2 describes the RRU concept extended to H.264. Section 3 describes our complexity scalable video coding method. Section 5 discusses the syntax change into H.264. Section 5 describes the simulation result, followed by conclusion.

2 RRU Mode 

RRU mode was proposed to VCEG as a potential tool for achieving improved encoding performance within H.264/MPEG-4 AVC [3] and its future extensions [1]

 REF _Ref84751959 \r \h 
[2]. In this document, we shall briefly review the concept of RRU related to our complexity scalable video coding. The detailed description can refer to the previous proposals [1]

 REF _Ref84751959 \r \h 
[2]. 

The basic idea of RRU is to encode an image at a reduced resolution, while performing prediction using a full resolution reference, which allows also the final image to be reconstructed at full resolution. Although the syntax of a bitstream encoded in this mode is essentially identical to a bitstream coded in full resolution, the main difference is on how all modes within the bitstream are interpreted, and how the residual information is considered and added after motion compensation. Without loss in generality, we discuss the case where the macroblock of size 32x32. In RRU, the motion vectors are associated with block sizes of 8x8 to 32(32 of the full resolution picture instead of 4x4 to 16x16 (Figure 1). After motion compensation, the residual data is downsampled and coded using the same transform and quantization process in H.264. During decoding, the residual data needs to be upsampled.  The motion vector is coded for full resolution as full subpel accuracy. For deblocking, instead of applying the filter to 4x4 block edges, 8x8 block edges are used. The downsampling process is done only in the encoder and hence does not need to be standardized. In our simulation, we use simple average (Figure 2). The upsampling process must be matched in the encoder and decoder and hence must be standardized. We use the same approach in H.263 [4] (Figure 3). Since downsampling and upsampling is not invertible, RRU can result in reduction in objective quality, but this is more than compensated from the reduction of bits than need to be encoded due to the reduced number (by 4) of modes, motion data and residues. This is especially important at very low bitrates where modes and motion data can be considerably more than the residual. Subjective quality was also far less impaired compared to objective quality. A prototype of RRU encoder is shown in Figure 4 while a simplified decoder model is shown in Figure 5. Comparing to H.264, one key difference of RRU is at encoder, motion estimation and compensation is performed at full resolution, but after motion compensation, the residue is downsampled and then transformed, quantized and entropy coded. At the decoder, after entropy decoding, inverse quantization and transformation, the residue data is first upsampled, then it is added to the full resolution motion compensated prediction. The reference picture store in both encoder and decoder are full resolution.

One interesting property of RRU is that a bitstream coded with RRU is inherently embedded with a low-resolution bitstream. That is, if we scale the motion vector down by 2 and perform the motion compensation at low resolution, we can generate a low-resolution sequence. The problem with this low-resolution sequence is the drift propagation, since the motion compensation is performed for full resolution thus the motion vector and the residue do not exactly match. 
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Figure 1 Macroblock and Sub-macroblock partitions in RRU
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Figure 2 Residue down-sample process
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Figure 3 Residual up-sampling process (a) for block boundaries, and (b) for inner positions
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Figure 4 Prototype encoder supporting Reduced Resolution Update Mode
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Figure 5 Simplified decoder model

3 Complexity Scalable Video Codec

Like a typical scalable codec, our codec also transmits two bitstreams, a base layer and an enhancement layer. The low-resolution decoder uses only the base layer bitstream. The full resolution decoder uses both the base layer and the enhancement layer bitstream. The difference is that we use RRU in our base layer for inter-pictures (P and B) and tradition spatial scalability approach for intra-pictures (I). So for inter-pictures, the base layer can be decoded into both a low resolution or a full resolution sequence, based on the complexity level of the decoder. To be more specific, the bits used for coding of the video residual formed after motion estimation/compensation are used in both the low resolution decoder and the full resolution decoder.  The motion vectors transmitted in the base layer bitstream are used in both the low resolution decoder and the full resolution decoder, but with a higher accuracy in the full resolution decoder than in the low resolution decoder.  Also, the motion compensation prediction is done at a low resolution in the low resolution decoder and at a high resolution in the high resolution decoder. Low resolution frame stores are used in a low resolution decoder, and high resolution frame stores in the high resolution decoder.  Table 1 shows the operation of decoder for low resolution and full resolution. An enhancement layer is only sent when necessary, generally only when I pictures are present in the base layer.  

Table 1 Operation of decoder
	decoder
	MV
	residue
	MC
	ref. store

	low resolution
	downscale
	-
	low resolution
	low resolution

	full resolution
	-
	upsample
	full resolution
	full resolution


The decoder complexity of the low resolution decoder is kept low, because all decoding operations are performed at the low resolution (inverse quantization/transform, motion compensation, deblocking).  However, the bitrate of the base layer bitstream tends to be high as compared to a simulcast or spatial scalable bitstream, which impacts the entropy decoder complexity.  If the enhancement layer is constrained to be present only for I pictures in the base layer, the complexity of the full resolution decoder is less than a typical spatial scalability decoder, since for non-I pictures decoding of only a single layer is necessary. 

We code I frames using a traditional spatial scalable approach as in H.263 [4]. The I frame in the base layer is coded as low resolution using H.264 intra coding approach. For the enhancement layer I frames, the approach in H.263 [4] is used by incorporating the new features of H.264 [3]. The enhancement layer picture can be predicted from an upsampled temporally simultaneous base layer reference picture and the prior base layer full resolution reference pictures. The upsampling is performed with the 6-tap interpolation filter {1,-5,20,20,-5,1}/32, which is defined in H.264 for the purpose of half-sample interpolation. The picture in enhancement layer is referred as EI if it is predicted from its corresponding upsampled based layer reference I picture and EP if it is predicted from both the upsampled reference I picture and the prior base layer full resolution reference picture. The EI picture is coded using I-slice syntax in H.264. That is, we first form EI as the residue of the full resolution picture and its corresponding upsampled based layer reference picture by assuming the motion vector is zero. Then the residue is coded exactly as I picture. When the enhancement layer picture is coded EP, both the upsampled based layer reference picture and its prior base layer full resolution reference pictures are put in the reference picture list 0. After EP is coded, the upsampled based layer reference picture is removed from reference picture buffer. EP is codes using P-slice syntax in H.264.  Figure 6 shows an illustration of our complexity scalability. In the figure 6, the P picture in both layers are both decoded from the same bitstream but with different decoding techniques. 
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Figure 6 Illustration of Complexity Scalability
Figure 7 shows a block diagram of a low resolution decoder in accordance with our complexity scalable video codec. The base layer bitstream is entropy decoded.  The motion vectors are scaled down and rounded in accuracy to correspond to the low resolution.  The remaining blocks are identical to those found in a standard video decoder, including inverse quantization and inverse transform, motion compensation, and deblocking filter.  The complexity of this low resolution scalable decoder is very similar to that of a non-scalable decoder, as scaling of motion vectors is of very low complexity.  If factors of 2 are used in the resolution ratios in each dimension between the low and full resolution, the rounding can be implemented with just a right shift or an add and a right shift, depending whether rounding up or rounding down is selected in the system. Figure 8 shows a block diagram of a full resolution decoder in accordance with our proposal.  The portion of the decoder that operates on the base layer bitstream for inter-pictures is an RRU decoder.  After entropy decoding and inverse quantization and inverse transform, the residual is upsampled.  Motion compensation is applied to the full resolution reference pictures to form a full resolution prediction, and the upsampled residual is added to the prediction.  For the intra pictures, the base layer decoder is a standard H.264 decoder operated in low resolution. The reconstructed base layer picture is upsampled and put into the reference picture buffer for prediction. The enhancement layer decoder is a standard H.264 decoder operated in full resolution. If it is EI, the generated residue picture will be added on the upsampled reference picture. If it is EP, no additional step is needed.
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Figure 7 Low Resolution Complexity Decoder
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Figure 8 High Resolution Complexity Decoder

In general, EP can be more efficiently coded than EI. But for some applications, like channel change or other trick modes, EI has to be used for fast accessing. Nevertheless, since an I picture is always available in the base layer, we can reduce the frequency of EI picture in the enhancement layer by allowing some drift in full resolution immediately following a channel change. That is, when a channel change happens and the enhancement layer picture is EP, the upsampled base layer reference picture will be used as the reference picture for the prediction of the following pictures. To limit the drift, we can put IDR like constraint for the following inter-pictures, i.e., the following inter-pictures can not predict from the pictures prior the I picture. The drift will be fully recovered until the next EI.  

We notice that RRU may create some artifacts for the full resolution sequence, due to the non-invertibility of the downsampling and upsampling process.  The method also causes drift propagation for low resolution sequence, due to the mismatch of the motion vector and the residue because the motion compensation is performed for full resolution in the encoder. Neverthelss, since we use traditional scalability coding approach for I frames, the enhancement layer can efficiently reduce the RRU artifact for full resolution sequence which tends to be more noticeable in I pictures than other type of pictures and stop the drift propagation for low resolution sequence.  Drift in the low resolution sequence can be managed by the encoder, by considering both the full and low resolution sequence quality in the encoder decision processes.

For broadcast applications, the key requirement for scalability comes from the need to support devices with different capabilities.  Broadcast applications typically do not require fine-grain scalability.  Many broadcast applications do not require that the base layer bitstrate itself be minimized, but that the total = base + enhan layer bitrate be minimized.  In our proposal, by allowing the base layer to be of relatively higher bitrate than is typically used in scalable coding, coding inefficiencies associated with layered coding can be reduced considerably.  

In summary, the proposed complexity scalable video codec is targeted on high coding efficiency for full resolution and allows constrained drift propagation for low resolution.  The decoder complexities of the low resolution and full resolution decoders are very similar to those of non-scalable codecs, such as would be possible for simulcast.   The low resolution decoder complexity is very similar to that of a non-scalable low resolution H.264/AVC decoder.  The full resolution decoder complexity is very little changed from a standard H.264/AVC decoder for non-I pictures, with only the addition of a residual upsampler.  An enhancement layer is decoded only for I-pictures, and hence motion compensation needs only ever be performed once for a single picture, unlike typical spatial scalability decoders which require that two motion compensations be performed, one at each resolution, thus two reference picture stores. 

4 Syntax Change

The complexity scalable video codec can be easily ported into and extended for H.264. The resolution of both layers will be indicated in the base layer bitstream. The pic_width and pic_height which can be derived from sequence parameter set is used to specify the picture size of full resolution picture.We add a new slice parameter (reduced_resolution_update) according to which the current slice is subdivided into 32x32 size macroblocks and the size of the low resolution picture is pic_width/2 ( pic_height/2. To support arbitrary low resolution horizontally or vertically at any ratio, we may add two more parameters low_width_scale and low_height_scale to allow the current slice to be subdivided into (low_width_scale * 16) ( (low_height_scale*16) size macroblock. The corresponding low resolution picture size is (pic_width/low_width_scale ( pic_height/low_height_scale). We add another parameter complexity_scalable_enable to indicate if the current slice will be coded as two layers. If the current slice is coded as base layer, we set the parameter enhancement_layer_flag to 0, otherwise we set it to 1. If the enhancement_layer_flag is set to 1, and slice_type is I, the enhancement layer is coded as EI. If the enhancement_layer_flag is set to 1, and slice_type is P, the enhancement layer is coded as EP. The picture size of low resolution is indicated by low_width_scale and low_height_scale. The slice header syntax is shown in Table 2. In order for the low-resolution decoder to quickly bypass the enhancement layer, we can introduce a new NAL unit type for enhancement layer, shown in Table 3.

Table 2 H.264 Slice header syntax with consideration of complexity scalability
	slice_header( ) {
	C
	Descriptor

	
First_mb_in_slice
	2
	ue(v)

	
Slice_type
	2
	ue(v)

	
pic_parameter_set_id
	2
	ue(v)

	
frame_num
	2
	u(v)

	/* Reduced Resolution Update parameters */
	
	

	
reduced_resolution_update
	2
	u(1)

	    if (reduced_resolution_update) { 
	
	

	        low_width_scale_
	2
	ue(v)

	        low_height_scale
	2
	ue(v)

	    }
	
	

	/* complexity scalability parameters*/
	
	

	
complexity_scalable_enable
	2
	u(1)

	
if (complexity_scalable_enable) {
	
	

	

enhancement_layer_flag
	2
	u(1)

	         If (!enhabcement_layer_flag)
	
	

	        {
	
	

	             low_width_scale
	2
	ue(v)

	             low_height_scale
	2
	ue(v)

	         }
	
	

	
}
	
	

	/* End of Complexity Scalable Parameters */
	
	

	
if( !frame_mbs_only_flag ) {
	
	

	

field_pic_flag
	2
	u(1)

	

if( field_pic_flag )
	
	

	


bottom_field_flag
	2
	u(1)

	
}
	
	

	
if( nal_unit_type  = =  5 )
	
	

	

idr_pic_id
	2
	ue(v)

	
if( pic_order_cnt_type  = =  0 ) {
	
	

	

pic_order_cnt_lsb
	2
	u(v)

	

if( pic_order_present_flag &&  !field_pic_flag )
	
	

	


delta_pic_order_cnt_bottom
	2
	se(v)

	
}
	
	

	
if( pic_order_cnt_type = = 1 && !delta_pic_order_always_zero_flag ) {
	
	

	

delta_pic_order_cnt[ 0 ]
	2
	se(v)

	

if( pic_order_present_flag  &&  !field_pic_flag )
	
	

	


delta_pic_order_cnt[ 1 ]
	2
	se(v)

	
}
	
	

	
if( redundant_pic_cnt_present_flag )
	
	

	

redundant_pic_cnt
	2
	ue(v)

	
if( slice_type  = =  B )
	
	

	

direct_spatial_mv_pred_flag
	2
	u(1)

	
if( slice_type = = P | | slice_type = = SP | | slice_type = = B ) {
	
	

	

num_ref_idx_active_override_flag
	2
	u(1)

	

if( num_ref_idx_active_override_flag ) {
	
	

	


num_ref_idx_l0_active_minus1
	2
	ue(v)

	


if( slice_type  = =  B )
	
	

	



num_ref_idx_l1_active_minus1
	2
	ue(v)

	

}
	
	

	
}
	
	

	
ref_pic_list_reordering( )
	2
	

	
if( ( weighted_pred_flag  &&  ( slice_type = = P  | |  slice_type = = SP ) )  | |


( weighted_bipred_idc  = =  1  &&  slice_type  = =  B ) )
	
	

	

pred_weight_table( )
	2
	

	
if( nal_ref_idc != 0 )
	
	

	

dec_ref_pic_marking( )
	2
	

	
if( entropy_coding_mode_flag  &&  slice_type  !=  I  &&  slice_type  !=  SI )
	
	

	

cabac_init_idc
	2
	ue(v)

	
slice_qp_delta
	2
	se(v)

	
if( slice_type  = =  SP  | |  slice_type  = =  SI ) {
	
	

	

if( slice_type  = =  SP )
	
	

	


sp_for_switch_flag
	2
	u(1)

	

slice_qs_delta
	2
	se(v)

	
}
	
	

	
if( deblocking_filter_control_present_flag ) {
	
	

	

disable_deblocking_filter_idc
	2
	ue(v)

	

if( disable_deblocking_filter_idc  !=  1 ) {
	
	

	


slice_alpha_c0_offset_div2
	2
	se(v)

	


slice_beta_offset_div2
	2
	se(v)

	

}
	
	

	
}
	
	

	
if( num_slice_groups_minus1 > 0  &&


slice_group_map_type >= 3  &&  slice_group_map_type <= 5)
	
	

	

slice_group_change_cycle
	2
	u(v)

	}
	
	


Table 3 NAL unit type codes

	nal_unit_type
	Content of NAL unit and RBSP syntax structure
	C

	0
	Unspecified
	

	1
	Coded slice of a non-IDR picture
slice_layer_without_partitioning_rbsp( )
	2, 3, 4

	2
	Coded slice data partition A 
slice_data_partition_a_layer_rbsp( )
	2

	3
	Coded slice data partition B 
slice_data_partition_b_layer_rbsp( )
	3

	4
	Coded slice data partition C 
slice_data_partition_c_layer_rbsp( )
	4

	5
	Coded slice of an IDR picture
slice_layer_without_partitioning_rbsp( )
	2, 3

	6
	Supplemental enhancement information (SEI)
sei_rbsp( )
	5

	7
	Sequence parameter set
seq_parameter_set_rbsp( )
	0

	8
	Picture parameter set
pic_parameter_set_rbsp( )
	1

	9
	Access unit delimiter
access_unit_delimiter_rbsp( )
	6

	10
	End of sequence
end_of_seq_rbsp( )
	7

	11
	End of stream
end_of_stream_rbsp( )
	8

	12
	Filler data
filler_data_rbsp( )
	9

	13
	Coded slice of an enhancement layer
	2,3,4

	14..23
	Reserved
	

	24..31
	Unspecified
	


5 Test results

We have implemented the complexity scalable video codec within an intermediate version of the JM8.4 encoder [7]. We compare our complexity scalable approach (CS) with non-scalable approach (NS) for full resolution sequence and simulcast approach for both low resolution and high resolution sequence (SIM).   We have chosen to compare our results with simulcast, because simulcast frequently outperforms scalable codecs for the application where only spatial scalability is  considered, e.g. a 4:1 ratio in pixels between layers, no  FGS is applied, and constrained complexity decoders are required at both the low and full resolutions.  For example in the SVC subjective tests in March, the RWTH  coder [8], which used simulcast, performed better than other proposals when only spatial scalability is considered. 
In our experiments, the GOP structure is M=3 and N=30 (IBBPBBP…). We have used the CABAC entropy coding method, RD optimization, a +/- 64 search range, and a single slice per picture. The IDR is enabled. For our CS approach, to reduce drift artifact, we limit intra spatial prediction in inter-pictures to use dc mode only and set UseConstrainedIntraPred to 1, which does not allow inter-pixels to be used as the prediction for intra mode. The encoding decision is based on full resolution sequence only. For the enhancement layer, EI and EP mode is alternatively selected. 

For SIM, the points on the graph were found using curve fitting. We first run NS for both full resolution and low resolution encoding with H.264. The low resolution sequence is generated from full resolution by using the same downsampling filter as CS. Then for each point in CS, we compute the PSNR’s for both high resolution video and low resolution video, respectively. Then we match the PSNR’s of both resolution to their corresponding bitrate in NS and sum them up as the bitrate for simulcast. For NS, no constraints were placed on the intra prediction, as were done in the CS case. To be more specific, all the intra modes are allowed and UseConstrainedIntraPred is set to 0.

Table 4 and 5 shows the average (bitrate and (PSNR of SIM and NS versus CS, using fixed QP 28, 32, 36 and 40. When we compare simulcast with the proposed method, a significantly higher bitrate is required to support the two resolutions, CIF and QCIF. On average over a wide range of sequences there was a 38.7% bitrate increase using simulcast compared to the proposed method. Comparing only the performance of the full resolution sequence using non-scalable H.264 with the proposed method, there was sometimes a relatively small gain and sometimes a relatively small loss using the proposed method, with an average bitrate gain of 3.24% of non-scalable approach.

When the RRU mode is not used for scalability, as in [1,2], there should never be a coding efficiency penalty, because the encoder could select not to use RRU for individual pictures or slices.  However, for a complexity-scalable RRU mode, all non-I pictures are required to be coded in RRU mode, which is sometimes less efficient, particularly at higher bitrates.

Figure 9 shows the RD plot of JVT and SVC sequences. The full resolution is CIF and low resolution is QCIF, all coded with 30f/s. The data rate are in the low-medium bitrate range appropriate to  cellular network transmission.  From the plot, we can see for low-medium bitrate range, CS in general performed better than SIM, except for bus and harbor at medium bitrate. The gap between CS and SIM decreases as the bitrate increases. For very low bitrate, CS can be better than NS by taking advantage of RRU and EI/EP structure in enhancement layer. When the bitrate increases, CS will be worse than NS. We notice that bus and harbor are the two sequences that do not show good PSNR result. Partial reason is because these two sequences contain many lines and RRU can cause pixel shift, thus resulting poor PSNR. The subjective quality looks much better than PSNR indicates.  

We note that temporal scalability can be achieved in our codec by simply dropping B frames in the base layer.  The proposed RRU technique may be combined with other scalability techniques.

Table 4 Simulcast vs complexity scalable

	
	CS
	
	SIM
	Average
 bitrate
	Average 
PSNR

	Sequence
	Resolution
	frames
	QP
	PSNRY
	bitrate
	QP
	PSNRY
	bitrate
	
	

	Container
	CIF
	300
	28
	34.44
	129.72
	28
	34.44
	154.51
	40.19%
	-1.52

	
	
	
	32
	32.78
	78.06
	32
	32.78
	104.29
	
	

	
	
	
	36
	30.86
	46.92
	36
	30.86
	68.19
	
	

	
	
	
	40
	28.87
	29.28
	40
	28.87
	46.18
	
	

	News
	CIF
	300
	28
	36.01
	155.19
	28
	36.01
	199.94
	44.39%
	-1.91

	
	
	
	32
	34.11
	104.86
	32
	34.11
	146.63
	
	

	
	
	
	36
	31.91
	67.43
	36
	31.91
	100.63
	
	

	
	
	
	40
	29.63
	43.38
	40
	29.63
	66.74
	
	

	Foreman
	CIF
	300
	28
	33.93
	227.25
	28
	33.93
	285.12
	46.70%
	-1.67

	
	
	
	32
	32.29
	145.92
	32
	32.29
	202.69
	
	

	
	
	
	36
	30.45
	90.46
	36
	30.45
	138.53
	
	

	
	
	
	40
	28.56
	57.32
	40
	28.56
	94.34
	
	

	Paris
	CIF
	300
	28
	32.02
	272.74
	28
	32.02
	335.49
	41.57%
	-1.54

	
	
	
	32
	30.41
	183.37
	32
	30.41
	250.48
	
	

	
	
	
	36
	28.42
	114.91
	36
	28.42
	169.23
	
	

	
	
	
	40
	26.32
	71.78
	40
	26.32
	107.55
	
	

	Silent
	CIF
	300
	28
	34.97
	165.83
	28
	34.97
	264.13
	63.04%
	-2.01

	
	
	
	32
	32.92
	104.39
	32
	32.92
	168.81
	
	

	
	
	
	36
	30.94
	62.16
	36
	30.94
	103.12
	
	

	
	
	
	40
	29.07
	37.75
	40
	29.07
	61.58
	
	

	Mobile
	CIF
	300
	28
	28.98
	529.29
	28
	28.98
	521.50
	27.89%
	-1.06

	
	
	
	32
	27.76
	347.37
	32
	27.76
	407.54
	
	

	
	
	
	36
	26.09
	215.33
	36
	26.09
	289.44
	
	

	
	
	
	40
	24.15
	132.31
	40
	24.15
	193.84
	
	

	Tempete
	CIF
	260
	28
	30.65
	410.54
	28
	30.65
	448.12
	34.39%
	-1.04

	
	
	
	32
	29.31
	260.55
	32
	29.31
	327.16
	
	

	
	
	
	36
	27.64
	155.14
	36
	27.64
	218.21
	
	

	
	
	
	40
	25.79
	90.90
	40
	25.79
	137.45
	
	

	Bus
	CIF
	150
	28
	29.46
	518.51
	28
	29.46
	435.63
	7.26%
	-0.20

	
	
	
	32
	28.17
	340.55
	32
	28.17
	334.80
	
	

	
	
	
	36
	26.54
	206.48
	36
	26.54
	234.13
	
	

	
	
	
	40
	24.87
	124.77
	40
	24.87
	157.23
	
	

	Football
	CIF
	260
	28
	30.91
	627.28
	28
	30.91
	809.13
	53.87%
	-1.36

	
	
	
	32
	29.64
	414.43
	32
	29.64
	606.57
	
	

	
	
	
	36
	28.06
	247.61
	36
	28.06
	398.27
	
	

	
	
	
	40
	26.48
	144.25
	40
	26.48
	244.03
	
	

	City
	CIF
	300
	28
	33.03
	225.36
	28
	33.03
	265.12
	38.01%
	-1.35

	
	
	
	32
	31.16
	138.99
	32
	31.16
	179.44
	
	

	
	
	
	36
	29.17
	80.30
	36
	29.17
	115.86
	
	

	
	
	
	40
	27.25
	45.67
	40
	27.25
	74.71
	
	

	Crew
	CIF
	300
	28
	33.62
	368.85
	28
	33.62
	490.12
	52.19%
	-1.37

	
	
	
	32
	32.06
	229.62
	32
	32.06
	335.63
	
	

	
	
	
	36
	30.40
	134.74
	36
	30.40
	215.05
	
	

	
	
	
	40
	28.84
	80.11
	40
	28.84
	133.07
	
	

	Soccer
	CIF
	300
	28
	32.67
	331.19
	28
	32.67
	396.06
	43.40%
	-1.39

	
	
	
	32
	31.26
	211.09
	32
	31.26
	284.39
	
	

	
	
	
	36
	29.77
	126.90
	36
	29.77
	191.73
	
	

	
	
	
	40
	28.35
	78.48
	40
	28.35
	131.57
	
	

	Harbor
	CIF
	300
	28
	29.42
	457.21
	28
	29.42
	406.06
	10.24%
	-0.25

	
	
	
	32
	28.06
	276.34
	32
	28.06
	283.34
	
	

	
	
	
	36
	26.55
	155.69
	36
	26.55
	182.21
	
	

	
	
	
	40
	25.02
	85.10
	40
	25.02
	109.63
	
	

	Average
	
	
	
	
	
	
	
	
	38.70%
	-1.28


Table 5 Non-scalable vs. complexity scalable

	
	CS
	
	NS
	Average
 bitrate
	Average 
PSNR

	Sequence
	Resolution
	frames
	QP
	PSNRY
	bitrate
	QP
	PSNRY
	bitrate
	
	

	Container
	CIF
	300
	28
	34.44
	129.72
	28
	34.99
	138.72
	5.04%
	-0.21

	
	
	
	32
	32.78
	78.06
	32
	32.67
	77.06
	
	

	
	
	
	36
	30.86
	46.92
	36
	30.28
	44.51
	
	

	
	
	
	40
	28.87
	29.28
	40
	27.98
	28.07
	
	

	News
	CIF
	300
	28
	36.01
	155.19
	28
	36.91
	172.05
	4.13%
	-0.21

	
	
	
	32
	34.11
	104.86
	32
	34.35
	111.62
	
	

	
	
	
	36
	31.91
	67.43
	36
	31.54
	68.25
	
	

	
	
	
	40
	29.63
	43.38
	40
	28.93
	41.71
	
	

	Foreman
	CIF
	300
	28
	33.93
	227.25
	28
	34.93
	261.30
	4.64%
	-0.15

	
	
	
	32
	32.29
	145.92
	32
	32.65
	158.93
	
	

	
	
	
	36
	30.45
	90.46
	36
	30.25
	95.43
	
	

	
	
	
	40
	28.56
	57.32
	40
	27.93
	59.12
	
	

	Paris
	CIF
	300
	28
	32.02
	272.74
	28
	34.05
	354.01
	0.61%
	-0.06

	
	
	
	32
	30.41
	183.37
	32
	31.31
	219.67
	
	

	
	
	
	36
	28.42
	114.91
	36
	28.46
	126.52
	
	

	
	
	
	40
	26.32
	71.78
	40
	25.75
	71.20
	
	

	Silent
	CIF
	300
	28
	34.97
	165.83
	28
	34.83
	186.41
	16.87%
	-0.62

	
	
	
	32
	32.92
	104.39
	32
	32.55
	111.41
	
	

	
	
	
	36
	30.94
	62.16
	36
	30.37
	62.80
	
	

	
	
	
	40
	29.07
	37.75
	40
	28.33
	35.93
	
	

	Mobile
	CIF
	300
	28
	28.98
	529.29
	28
	31.79
	753.25
	-12.73%
	0.372

	
	
	
	32
	27.76
	347.37
	32
	29.09
	431.15
	
	

	
	
	
	36
	26.09
	215.33
	36
	26.29
	237.04
	
	

	
	
	
	40
	24.15
	132.31
	40
	23.68
	136.76
	
	

	Tempete
	CIF
	260
	28
	30.65
	410.54
	28
	32.67
	589.86
	1.43%
	-0.04

	
	
	
	32
	29.31
	260.55
	32
	30.17
	328.33
	
	

	
	
	
	36
	27.64
	155.14
	36
	27.55
	171.71
	
	

	
	
	
	40
	25.79
	90.90
	40
	25.12
	91.67
	
	

	Bus
	CIF
	150
	28
	29.46
	518.51
	28
	32.76
	673.93
	-29.60%
	1.07

	
	
	
	32
	28.17
	340.55
	32
	30.20
	409.24
	
	

	
	
	
	36
	26.54
	206.48
	36
	27.58
	230.15
	
	

	
	
	
	40
	24.87
	124.77
	40
	25.29
	132.76
	
	

	Football
	CIF
	260
	28
	30.91
	627.28
	28
	33.97
	901.29
	-17.52%
	0.58

	
	
	
	32
	29.64
	414.43
	32
	31.59
	578.11
	
	

	
	
	
	36
	28.06
	247.61
	36
	29.19
	330.12
	
	

	
	
	
	40
	26.48
	144.25
	40
	27.07
	183.79
	
	

	City
	CIF
	300
	28
	33.03
	225.36
	28
	33.65
	236.69
	8.75%
	-0.24

	
	
	
	32
	31.16
	138.99
	32
	31.09
	137.08
	
	

	
	
	
	36
	29.17
	80.30
	36
	28.56
	77.73
	
	

	
	
	
	40
	27.25
	45.67
	40
	26.26
	45.65
	
	

	Crew
	CIF
	300
	28
	33.62
	368.85
	28
	35.19
	486.90
	0.05%
	0.00

	
	
	
	32
	32.06
	229.62
	32
	32.92
	284.12
	
	

	
	
	
	36
	30.40
	134.74
	36
	30.59
	152.59
	
	

	
	
	
	40
	28.84
	80.11
	40
	28.54
	82.46
	
	

	Soccer
	CIF
	300
	28
	32.67
	331.19
	28
	34.34
	420.65
	-5.34%
	0.138

	
	
	
	32
	31.26
	211.09
	32
	32.25
	257.93
	
	

	
	
	
	36
	29.77
	126.90
	36
	30.29
	151.00
	
	

	
	
	
	40
	28.35
	78.48
	40
	28.42
	90.26
	
	

	Harbor
	CIF
	300
	28
	29.42
	457.21
	28
	32.13
	678.04
	-18.41%
	0.539

	
	
	
	32
	28.06
	276.34
	32
	29.61
	361.34
	
	

	
	
	
	36
	26.55
	155.69
	36
	26.95
	166.25
	
	

	
	
	
	40
	25.02
	85.10
	40
	24.69
	77.77
	
	

	Average
	
	
	
	
	
	
	
	
	-3.24%
	0.09
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Figure 9 RD performance of complexity scalable video coding

6 Conclusion

We have presented in this document the complexity scalable video coding tool. This tool can be very useful for broadcasting environment to support diverse devices. With different decoder complexity, different resolution and frame rate can be supported on difference devices. For example, we can decode QCIF resolution pictures on cellular phone with only I and P pictures of 1/3 of frame rate and decode CIF resolution pictures with full frame rate on a PDA.  Improvements to this proposed tool can be made on the following topics:

· Motion estimation: optimization of the motion for RRU.

· Mode decision: optimization of the mode decision for RRU to reduce RRU artifact

· Joint optimization of both full resolution and low resolution. 
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