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Abstract/Summary

This document contains a list of some technical features that could potentially enhance the capabilities of H.264/AVC.  It is only an effort to organize into one list some of the techniques that have previously been identified – in order to help capture some knowledge, organize future investigation of how much improvement could be obtained by various methods, and help determine what applications may benefit from such improvements.  Nothing presented here is new – this is only a non-exhaustive list of some techniques that previously appeared to have some promise in prior VCEG, JVT, or MPEG contributions or discussions.  The document was drafted by starting with VCEG‑T03r1 [1], adding new topics as identified in the meeting report of the San Diego meeting and at subsequent VCEG and JVT meetings, and removing topics that have since been included in the fidelity range extensions amendment.  Two similar items (multiple reference picture warping and global motion compensation, along with new content on parametric motion modeling) were also merged due to apparent technical overlap.
Each technique discussed here is accompanied by a description of the type of enhancement it could provide, an estimate of the degree of enhancement it could provide, and an estimate of the complexity impact of the enhancement.  The estimates should be considered only to be half-educated guesses, not well-studied conclusions.

This document, for reasons of expediency, does not attempt do a good job of documenting the history of the various techniques discussed in it and referencing the appropriate contributions.

Coding efficiency enhancements are listed first (with prediction enhancement techniques listed first within that category and then residual coding enhancements later) and then functionality enhancements are grouped together at the end.

Readers are reminded of how to compute the percentage bit rate savings improvement obtained by applying N independent improvements to a starting design, where the percentage improvement obtained from each individual technique number i is denoted as (i.  This can be expressed by the formula:

Benefit B = 
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As a way of getting a rough feel for the above, note that if you assume that all techniques have a roughly equal percentage improvement (, the number of (independently-compounding) techniques that need to be found that provide at least that amount of improvement can be calculated as

Number of methods N = Ceil
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To provide a few concrete examples,
–
If B is 25% and ( is 2.5%, N=12.
–
If B is 25% and ( is 5%,    N=  6.

–
If B is 25% and ( is 10%,  N=  3.

–
If B is 50% and ( is 2.5%, N=28.
–
If B is 50% and ( is 5%,    N=14.

–
If B is 50% and ( is 10%,  N=  7.
Readers are cautioned that often the formulas given above in Equations 1 and 2 don't seem to work out quite that well in practice.  The benefit obtained by different techniques typically doesn't turn out to be independent, and the interdependence seems to tend to be characterized better as interference than as synergy, and the benefit obtained on our favorite test sets doesn't seem to necessarily be fully representative of real-world requirements.  It is therefore necessary to "aim high" when attempting a real improvement.
1.
Sub-macroblock intra/inter switching

In the H.264/AVC design adopted in February 2002 from JVT-B054r1 / VCEG-O17r3, the partitioning scheme initially adopted (from Schwarz and Wiegand) included support of switching between intra and inter on a sub-macroblock (8x8 luma with 4x4 chroma) basis.  This capability was later removed at the Fairfax or Klagenfurt meeting in order to reduce decoding complexity.

Enhancement type: Coding efficiency improvement

Estimated degree of enhancement: 1-2% avg. (probably more perceptually)

Complexity impact: Moderate increase

2.
Overlapped block motion compensation

OBMC is a well-known technique for improving the fidelity of motion compensated video coding (see, for example, H.263 Annex F).  It has not yet been investigated in the H.264/AVC context.  Not only can it provide a significant benefit in terms of reduced quantity of prediction error in PSNR terms, but it can also essentially eliminate the blocking artifacts caused by motion compensated prediction.

It is important to note that incorporating OBMC within the motion compensation performed by a decoder can ordinarily provide a significant benefit, even if the motion estimation search process performed in the encoder does not use optimization for OBMC.

If OBMC is also incorporated within the optimization process of the motion estimation performed by an encoder, a further substantial improvement can be obtained.

Enhancement type: Coding efficiency improvement

Estimated degree of enhancement: 8% avg. (probably more perceptually)

Complexity impact: Significant increase

3.
Intra frame "motion compensation"

In contribution JVT-C151, Siu-Leong Yu and Christos Chrysafis of Divio proposed the use of block "motion compensation" prediction within an intra picture as a method of enhancing coding efficiency.  Although the benefit obtained by this technique was highly scene dependent (it seemed to work really well only on Foreman, and somewhat worked on Akiyo), some benefit seemed to be shown.

Enhancement type: Coding efficiency improvement

Estimated degree of enhancement: 1-2% avg. (highly scene dependent)

Complexity impact: Small/moderate increase

4.
MBAFF field-to-field intra-picture prediction

One noted technical shortcoming of the H.264/AVC technical design, as noted at the San Diego meeting of September 2003 (and also previously remarked upon, e.g., in early MBAFF contributions), is the inability to use inter-field prediction when coding a field MB pair.  Adding an additional MB mode for this case would be likely to improve quality.  A particular noted case where this may help is the use of an MBAFF frame for intra coding.  Because of the lack of this capability in the design of H.264/AVC as it currently exists, it is likely to often be better to use two field pictures (the first one being I and the second one being P) rather than an MBAFF frame for intra coding a frame.
Enhancement type: Coding efficiency improvement

Approximate degree of enhancement: 3% avg for MBAFF coding.

Complexity impact: Small increase

5.
Direct-P motion compensation

Motion compensation with "direct" inference of motion vectors for inter pictures showed some promise in contribution JVT-C128r1 from A. M. Tourapis, F. Wu, and S. Li at the Fairfax meeting of May 2002.

Enhancement type: Coding efficiency improvement

Approximate degree of enhancement: 1-2% avg.

Complexity impact: Small increase

6.
Direct-plus-delta motion compensation

At the San Diego VCEG meeting of September 2003, it was remarked that having an additional motion compensation mode that operates like the current direct prediction process, but includes sending a delta MV value, may provide some benefit.
Enhancement type: Coding efficiency improvement

Approximate degree of enhancement: 1-2% avg.

Complexity impact: Small increase

7.
Increased-accuracy motion compensation

1/8-sample motion compensation was in drafts of H.264/AVC until it was dropped sometime in 2002 out of concerns over complexity.  For example, see prior work by Wedi.  It seemed to work particularly well on the Mobile & Calendar sequence.
At the San Diego VCEG meeting in September 2003, it was remarked at the meeting that 1/8-sample motion compensation works particularly well for field macroblock coding.
Enhancement type: Coding efficiency improvement

Approximate degree of enhancement: 3% avg. (highly scene dependent)

Complexity impact: Significant increase

8.
Improved motion compensation interpolation rounding
Contribution VCEG-W09 of the Redmond meeting by G. Bjontegaard and A. Fuldseth includes a method of altering the rounding operations in the motion compensation interpolation process to avoid excessive upward-biased rounding.  This, or something like it, might provide a coding efficiency improvement.
Enhancement type: Coding efficiency improvement

Approximate degree of enhancement: 1% avg. (coding condition dependent)

Complexity impact: Small increase (depending on architecture, possibly no impact)
9.
Adaptive motion compensation interpolation tap values

The idea of having some form of adaptivity for the interpolation filter tap values for motion compensation was investigated in the JVT but was eventually no longer pursued due to concern over schedule, degree of benefit, complexity, etc.

Enhancement type: Coding efficiency improvement

Approximate degree of enhancement: 1-2% avg. (highly scene dependent)

Complexity impact: Small/moderate increase

10.
Adaptive motion vector precision

Prior work has shown that the accuracy needed for motion compensation is content-dependent.  Variable-precision motion vectors (per prior contributions by Ribas) could enable the use of precise motion vectors when advantageous while avoiding a waste of MV bits when more precision does not help.

Enhancement type: Coding efficiency improvement

Approximate degree of enhancement: 1-2% avg. (highly scene dependent)

Complexity impact: Small/moderate increase

11.
Multiple reference warping / GMC / parametric motion
Prior work by Wiegand (e.g., T. Wiegand, E. Steinbach, B. Girod,and B. D. Andrews, “Video Coding Using Long-Term Memory and Affine Motion Compensation”, ITU-T/SG16/Q15-G-21, February 1999, Monterey, CA, USA; and T. Wiegand, E. Steinbach, and B. Girod, “Long-Term Memory Prediction Using Affine Motion Compensation”, Proc. of IEEE International Conference on Image Processing, Kobe, Japan, Oct. 1999, vol. 1, pp. 51-54; and T. Wiegand, E. Steinbach, A. Stensrud, and B. Girod, “Multiple Reference Picture Video Coding Using Polynomial Motion Models”, Proc. SPIE Symposium on Visual Communications and Image Processing (VCIP'98), San Jose, USA, Feb. 1998, pp. 134-145) described the possibility of combining reference picture warping with multiple reference picture motion compensation for coding efficiency enhancement.

Global motion compensation tends to pop up repeatedly in video coding work.  When it was last investigated in the JVT, we didn't find much gain from the technique (relative to using a skip mode that included non-zero motion inference).  However, there may be potential in some form of GMC that was not found in those tests.  The technique may also be especially well-suited to certain categories of input video content (e.g., fly-over surveillance).

It was remarked at the San Diego VCEG meeting that parametric motion modeling could potentially provide a significant coding efficiency improvement.  This was followed up by contribution VCEG-W05 from A. M. Tourapis and J. Boyce at the Redmond VCEG meeting.  That contribution mentioned the relevance of LBC-97-029 in particular.
The principles of multiple reference picture warping, global motion compensation, and parametric motion modeling having significant overlap, these topics have been merged for purposes of discussion herein.
Enhancement type: Coding efficiency improvement

Approximate degree of enhancement: 5% avg or more
Complexity impact: Significant increase











14.
Customized quantization reconstruction spacing
At recent meetings (see, e.g., JVT-K026 and JVT-L029r1 from Wedi and Wittman, and JVT‑L032r4 from Tourapis and Boyce), it was proposed that some significant improvement in coding efficiency could possibly be obtained by allowing the encoder to customize the reconstruction spacing of the inverse quantization scaling process.  Although the results appeared promising, the situation did not appear sufficiently clear to adopt this technique into the FRExt amendment at the very last minute.
Enhancement type: Coding efficiency improvement

Approximate degree of enhancement: 5% avg under some conditions.

Complexity impact: Small increase

15.
Improved intra coding
It has been noted that such simple tricks as flipping the input picture upside-down (e.g., on the Foreman sequence) can have a significant impact on coding efficiency for intra coding.  This points to some weakness in the intra coding design.  For video use with short refresh periods and for video editing purposes, intra coding capability is critical.

Enhancement type: Coding efficiency improvement

Approximate degree of enhancement: 3% on average for intra
Complexity impact: unknown
16.
Improved CABAC context modeling

At the San Diego meeting of September 2003, it was remarked that further coding efficiency benefit may be achievable by improvements in the context modeling of the CABAC parsing process.
Enhancement type: Coding efficiency improvement

Approximate degree of enhancement: 1-3% avg
Complexity impact: moderate (primarily increased memory)
17.
Reduced resolution update coding

A couple of promising proposals have surfaced that are similar in concept to the "reduced resolution update" (RRU) scheme found in H.263 Annex Q and the same concept called "dynamic resolution conversion" (DRC) in MPEG-4 part 2.
At the Munich VCEG meeting, contribution VCEG-V05 proposed RRU operation on a slice basis (including non-factor-of-two upsampling ratios).  This was followed up by VCEG-W04 at the Redmond VCEG meetiong.
Also at the Munich JVT meeting, contribution JVT-K018r1 from W.-S. Kim, D. Birinov, and H.-M. Kim proposed an RRU technique applied on a macroblock basis to chroma only.  This was followed up with contribution JVT-L028 by the same authors at the Redmond meeting.
Enhancement type: Coding efficiency improvement

Approximate degree of enhancement: 1-3% avg

Complexity impact: moderate (primarily increased memory)

18.
Improved lossless coding

At the Redmond meeting of July 2004, contribution JVT-L017r1 from Y.-L. Lee appeared to show that better lossless coding capability than what is currently found in the High 4:4:4 profile can be achieved.  However, the design (as proposed) posed some difficult implementation issues and was thus not included in the FRExt amendment.  Some potential mitigation of the implementation problems (posed by tight pipeline feedback in the design) may be achievable, as remarked at the meeting.
Enhancement type: Coding efficiency improvement

Approximate degree of enhancement: 10-15% avg for lossless intra coding (1% with inter)
Complexity impact: may be significant
19.
Temporal sub-band MCTF

Motion compensated temporal filtering (e.g., per VCEG-T02 / JVT-I032, VCEG-U05 / JVT‑J035L, VCEG-V04 / JVT-K023, VCEG-W06 and VCEG-W08 / JVT-L037 – especially the last few), aside from enabling scalability features, may provide an improvement in coding efficiency.  Note that support MCTF, if the "update step" is not needed, may require no new standardization activity (e.g., see VCEG‑U06).  Also, it is not entirely clear (see, for example, contribution VCEG-W07 / JVT-L034 by M. Karczewicz and Y. Bao) whether the quality improvements sometimes shown in the MCTF schemes are simply the result of better use of reference picture buffering and other such tricks by the encoder (in a manner not supported by the current encoding reference software).
Enhancement type: Coding efficiency improvement

Approximate degree of enhancement: 10% avg

Complexity impact: Requires increased bit-depth support






20.





Scalability features

Spatial and SNR scalability (either "fine-grained" or "coarse-grained") could be added to the codec design in a variety of ways (some straightforward, some not).  See the MCTF item above for some specific contribution references.
Additionally, note that increased bit depth and increased chroma resolution can be supported in a backward-compatible way using such techniques (see, e.g., JVT-L015 from S. Sun and at recent ICASSP 2004 conference).
Enhancement type: Scalability

Approximate degree of enhancement: Added feature for additional application area

Complexity impact: Varies depending on scalability method chosen

21.
Sub-sequence profile and level signaling (SEI)

Contribution JVT-L018 from Hannuksela and Wang proposed the ability to indicate a profile and level that applies to a sub-sequence.
Enhancement type: Trick modes / backward compatibility
Approximate degree of enhancement: Added feature for additional application area

Complexity impact: Negligible (SEI)
22.
Sub-sequence profile and level signaling (SEI)

Contribution JVT-L019 from L. Kerofsky proposed a low-delay simulcast approach to channel-change latency.  It was mentioned that conventional scalability techniques could also be applied to achieve this functionality.  This was identified by the JVT as an interesting topic of future investigation.

Enhancement type: Trick modes / reduced-latency channel acquisition
Approximate degree of enhancement: Reduced-latency channel acquisition
Complexity impact: Varies depending on method chosen
23.
Simplified motion-compensation interpolation

Contribution VCEG-W09 from G. Bjontegaard and A. Fuldseth describes some techniques for potentially reducing the complexity of the motion compensation interpolation process.  These included 1) replacing the center (0.5, 0.5) position with a two-sample diagonal average and 2) Replacing the 6-tap vertical filter with a 4-tap filter.  Also included in the same contribution was a technique categorized for purposes herein as a coding efficiency improvement (see item 8 above).
Enhancement type: Complexity reduction
Approximate degree of enhancement: Approximately 6% or more
Complexity impact: Significant complexity reduction
24.
Simplified deblocking filtering
Contribution VCEG-W10 of the Redmond VCEG meeting from G. Bjontegaard and A. Fuldseth describes some techniques for potentially reducing the complexity of the deblocking filter process while retaining quality.  Although the informal subjective test done at the Redmond meeting did not validate the quality performance of the specific chroma deblocking complexity reduction method found in VCEG-W10, the contribution may nevertheless point to a fruitful area of work, as the deblocking filter is a substantial part of decoder complexity (perhaps about 20%)
Enhancement type: Complexity reduction

Approximate degree of enhancement: Approximately 5%
Complexity impact: Significant complexity reduction
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