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1. Introduction
At the Pattaya meeting, we proposed a new additional prediction method for B-pictures [1], which much improve coding efficiency. In the proposed method, the blocks in B-pictures can be encoded by referring to previous B-pictures in addition to I- or P-pictures as forward reference pictures. We call this method enhanced bi-directional prediction mode in this document.

The conclusion of the Pattaya meeting [2] says that the enhanced bi-directional prediction mode have already been decided to be adopted as TML9.0. However, there are still a few ambiguous descriptions and semantics to be updated for support this feature more effectively.

This document is organized from two parts. In the first part, Section 2, we explain the enhanced bi-directional prediction mode briefly and propose a suitable method to clarify the ambiguous with simulation results. In the second part, Section 3, we propose some minor semantics changes to multi-frame buffering in order to handle multi-frame buffering framework more effectively without loss of generality.
2. Clarification of Semantics for Multi-Frame Buffering Syntax
2.1. Brief Description of Enhanced Bi-directional Prediction Mode
In this subsection, we review the enhanced bi-directional prediction mode proposed in [1] briefly.

In the enhanced bi-directional prediction mode we proposed, blocks in B-pictures can be encoded by referring not only to the previous I- or P-pictures but also to the most recent previous B-picture as the forward reference picture. The backward reference picture, the most recent subsequent I- or P-picture in the display order, is used as well as the conventional method. Note that P-pictures refer only to the previous I- or P-pictures, making the encoding procedure for the P-pictures identical to that of the conventional method.

Figure 1 shows the typical picture structure and prediction relationships between each picture in the enhanced bi-directional prediction mode. In Figure 1, the prediction relationships for pictures B6, B7, and P8 are shown. The solid-line arrows show conventional predictions, namely, prediction from I- or P-pictures. The dotted line arrows show the proposed additional prediction, namely, prediction from B-pictures.

If the enhanced bi-directional prediction mode is employed, several items need to be studied and modified. These items are the direct mode, assignment of the reference frame number, and the complexity of the motion estimation. The details of these items are described in the last document. In addition to the last study, we compare two types of the direct modes in this document. The aim is to confirm the effectiveness of the direct mode we proposed in the last proposal. The detail is explained in the next subsection.
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Figure 1: Additional new prediction method for B-pictures.

2.2. Clarification of Direct Mode

Current TML describes that motion vectors for the direct mode are calculated from the motion vector of subsequent reference picture. However, if we use B-picture as the forward reference, the forward reference picture of the target picture is not same as the forward reference of the subsequent reference picture. It is ambiguous how we have to calculate the motion vectors for the direct mode if the forward reference is different.

In this subsection, we compare two types of the direct modes in the framework of the enhanced bi-directional prediction mode in order to confirm the effectiveness of the direct mode. The difference in the two direct modes is the definition of the forward reference picture. 

The first type of the direct mode, referred to as direct mode A, uses the most recent previous picture as the forward reference picture. In the first case, the picture is referred to independent of its picture coding type. The direct mode A is identical to the method already proposed in [1]. 

The second type of the direct mode, referred to as direct mode B, uses the reference picture of the corresponding block in the backward reference picture as the forward reference picture. The direct mode B is basically identical to the method employed in the current TML.
The backward reference picture is the most recent subsequent P-picture in the display order, and is the same for both of the direct mode A and the direct mode B.

Figure 2 and Figure 3 show examples of the motion compensation method for each direct mode in the enhanced bi-directional prediction mode. In Figure 2 and Figure 3, block Bt shows the target block to be coded, block Bc shows the corresponding block of the block Bt in the backward reference P-picture, and blocks Bf and Bb show the blocks referred to by the block Bt in the direct mode.

The forward motion vectors (MVFs) of the current block Bt for the direct mode A and the direct mode B are calculated using Equation (1) and Equation (2), respectively. The backward motion vector MVB for the current block Bt is calculated using Equation (3) for both types of the direct mode.
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where the motion vector component MV represents the motion vector of the block Bc. TRD is the temporal distance between the backward reference picture and the picture referred to by the backward reference picture; TRB is the temporal distance between the current picture and the picture referred by the backward reference picture; and TRF is the temporal distance between the current picture and the most recent previous picture.
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Figure 2: Motion compensation method in direct mode A.
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Figure 3: Motion compensation method in direct mode B.

2.3. Experimental Results
In this subsection, we describe the results of experiments based on TML8.5, which exhibit the effectiveness of the proposed direct mode. The simulation conditions follow the document VCEG-N81 [3]. And number of forward reference pictures is decided as follows. In the conventional method (TML8.5), 5 pictures are used. In the enhanced bi-directional prediction mode, 4 P-pictures are used for the P-picture coding, and 4 P-pictures and 1 B-picture are used for the B-picture coding to reserve the same memory size.
Table 1 and Table 2 show quantitative values for the R-D performance differences for luminance components between the conventional method and the enhanced bi-directional prediction mode with the direct mode A and the direct mode B, respectively, which are obtained by the method described in [4].

Attached file JVT-B057.xls shows the R-D curves of the enhanced bi-directional prediction mode using the direct mode A and TML8.5. In JVT-B057.xls, the R-D curves for the total average of all pictures including the I- and P-pictures and the R-D curves for the average of the B-pictures are shown.

The results shown in Table 1 and Table 2 and JVT-B057.xls show that the enhanced bi-directional prediction mode outperforms the conventional method over the whole range of bit rates for various test sequences. Notably, the enhanced bi-directional prediction mode with the direct mode A improves coding efficiency of B-pictures by up to 12%. Therefore, we recommend that the direct mode A, which uses the most recent previous picture as the forward reference picture, should be employed as the direct mode in the enhanced bi-directional prediction mode.

Table 1: Quantitative difference of R-D performance between enhanced bi-directional prediction mode with direct mode A and TML 8.5.
	Sequence
	Frame rate
	Total
	B-picture

	
	
	Average bit rate (%)
	Average PSNR (dB)
	Average bit rate (%)
	Average PSNR (dB)

	Container
	10
	-2.19
	+0.11
	-8.72
	+0.49

	
	15
	-2.90
	+0.16
	-11.68
	+0.76

	Foreman
	10
	-2.14
	+0.10
	-5.80
	+0.25

	
	15
	-2.77
	+0.13
	-7.18
	+0.32

	News
	10
	-2.61
	+0.15
	-6.13
	+0.34

	
	15
	-3.24
	+0.19
	-8.02
	+0.46

	Silent Voice
	10
	-2.77
	+0.13
	-7.60
	+0.35

	
	15
	-2.85
	+0.13
	-7.60
	+0.34

	Paris
	15
	-2.80
	+0.15
	-8.03
	+0.41

	
	30
	-5.02
	+0.26
	-12.81
	+0.65

	Mobile
	15
	-2.27
	+0.11
	-5.65
	+0.23

	
	30
	-2.96
	+0.13
	-8.03
	+0.30

	Tempete
	15
	-1.75
	+0.07
	-4.05
	+0.14

	
	30
	-2.33
	+0.09
	-5.70
	+0.19


Table 2: Quantitative difference of R-D performance between enhanced bi-directional prediction mode with direct mode B and TML 8.5.
	Sequence
	Frame rate
	Total
	B-picture

	
	
	Average bit rate (%)
	Average PSNR (dB)
	Average bit rate (%)
	Average PSNR (dB)

	Container
	10
	-0.96
	+0.05
	-4.22
	+0.22

	
	15
	-1.40
	+0.07
	-6.05
	+0.39

	Foreman
	10
	-1.92
	+0.09
	-5.16
	+0.23

	
	15
	-1.51
	+0.07
	-4.03
	+0.17

	News
	10
	-1.56
	+0.09
	-3.82
	+0.21

	
	15
	-2.21
	+0.13
	-5.70
	+0.32

	Silent Voice
	10
	-1.54
	+0.07
	-5.00
	+0.22

	
	15
	-1.24
	+0.05
	-3.95
	+0.18

	Paris
	15
	-0.98
	+0.05
	-3.91
	+0.09

	
	30
	-2.10
	+0.11
	-5.78
	+0.28

	Mobile
	15
	-1.05
	+0.05
	-2.98
	+0.12

	
	30
	-0.83
	+0.04
	-2.89
	+0.11

	Tempete
	15
	-1.26
	+0.05
	-2.90
	+0.10

	
	30
	-1.20
	+0.05
	-2.90
	+0.09


3. Proposal of Minor Semantics Changes to Multi-Frame Buffering Syntax
3.1. Problems

In the current multi-frame buffering syntax [5]

 REF _Ref536419250 \r \h 
[6], the default relative index order is for the pictures to be ordered starting with the most recent buffered reference picture and proceeding through to the oldest reference picture within the set of short-term pictures. Therefore, the default indices are assigned to follow decoding or bitstream order. And in B-pictures, the first one or two pictures (depending on BTPSM) in relative index order are used for backward prediction, and the forward picture reference parameters specify a relative index into the remaining pictures for use in forward prediction.

Although this assignment strategy is reasonable for the current TML specification, some problems arise if the enhanced bi-directional prediction mode described in Section 2 is employed more effectively.

Considering the situation that pictures shown in Figure 4 (a) are encoded using the enhanced bi-directional prediction mode. And we assume that 4 P-pictures are used as the forward reference pictures for the P-picture coding, and 4 P-pictures and 1 B-picture are used as the forward reference pictures for the B-picture coding. Bitstream (decoding) order for the encoded pictures is shown in Figure 4 (b). All B-pictures should be stored to the multi-picture buffer since all B-pictures are referred to by other B-pictures as the candidate of the forward reference picture in this case.

Table 3 shows the status of the multi-frame buffer at the points that the P15, B13 and B14 are decoded. Slot number is a new concept and introduced not to confuse with the relative index. The slot number indicates logical position within the multi-frame buffer. The decoded picture is added to the multi-frame buffer with the slot 0, and the slot numbers of all other pictures are incremented by one if the current multi-frame buffering syntax is used. Using the default index assignment strategy described above, the index for each picture is as shown in Table 3. 

In the case of decoding the picture P15, there is one problem. The index is assigned to the B-picture (picture B11) while it is not used as the forward reference picture in decoding P-picture. To improve coding efficiency, the index of the picture P12, one, should be zero essentially. 

In the case of decoding the picture B13, there is another problem, too. The index of the picture B11 is smaller than that of the picture P12 while the picture P12 is nearer to the picture B13 than the picture B11 in the display order. Considering the coding efficiency, the indices of the pictures B11 and P12 should be one and zero, respectively.

In the case of decoding the picture B14, there are two problems. The first problem is that the picture B13 is treated as the backward reference picture by definition while it isn’t the backward reference picture. And the second problem is that the index zero is assigned to the picture P15 that should be treated as the backward reference picture.
Although the above problems can be solved by using a re-mapping of picture numbers indicator (RMPNI) operation with an associated absolute difference of picture number (ADPN), there is another solution that is very simple. We propose the solution in the next subsection.
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Figure 4: Example of Picture Order
Table 3: Default indices in current multi-frame buffering syntax.

	
	Slot
	0
	1
	2
	3
	4
	5

	Decoding P15
	Picture
	B11
	P12
	P9
	P6
	P3
	-

	
	Index
	0
	1
	2
	3
	4
	-

	Decoding B13
	Picture
	P15
	B11
	P12
	P9
	P6
	P3

	
	Index
	(backward)
	0
	1
	2
	3
	4

	Decoding B14
	Picture
	B13
	P15
	P12
	P9
	P6
	P3

	
	Index
	(backward)
	0
	1
	2
	3
	4


3.2. Proposed Solutions

In order to solve the above problems, we propose to modify the default index assignment strategy in the current multi-frame buffering syntax. The points of our proposal are very simple as follows. The first and second ones are modifications. The third one is identical to the current default index assignment strategy in multi-frame buffering syntax.

· The default indices are assigned to follow the display order.

· In P-pictures, the indices are not assigned to the B-pictures.

· In B-pictures, the first one or two pictures (depending on BTPSM) in relative index order, the pictures stored in slot 0 or slot 1, are used for backward prediction, and the forward picture reference parameters specify a relative index into the remaining pictures for use in forward prediction.

Table 4 shows an example of the status of the multi-frame buffer using the modified index assignment strategy. Using this strategy, the index assignment handles the enhanced bi-directional prediction mode without any problem. The index assignment in the conventional prediction, which means no enhanced bi-directional prediction mode, doesn’t change if the proposed assignment strategy is employed.

Note that each B-picture in the multi-frame buffer should be marked as “unused” using memory management control operation (MMCO) just after decoding each B-picture in the example shown in Table 4.
Table 4: Default indices in proposed method.

	
	Slot
	0
	1
	2
	3
	4
	5

	Decoding P15
	Picture
	P12
	B11
	P9
	P6
	P3
	-

	
	Index
	0
	-
	1
	2
	3
	-

	Decoding B13
	Picture
	P15
	P12
	B11
	P9
	P6
	P3

	
	Index
	(backward)
	0
	1
	2
	3
	4

	Decoding B14
	Picture
	P15
	B13
	P12
	P9
	P6
	P3

	
	Index
	(backward)
	0
	1
	2
	3
	4


4. Conclusions

In this document, we propose a clarification method for the direct mode in the enhanced bi-directional prediction mode to improve coding efficiency of B-pictures. We also propose a few minor semantics changes to the current multi-frame buffering syntax. 

By adopting the proposed clarified method, direct mode A, we can reduce the bit rate for B-picture coding by up to 12% without loss of PSNR compared to the conventional method only referring P-pictures. And by adopting the proposed minor semantics changes, the default index assignment handles both of the enhanced prediction mode and the conventional prediction mode without any problem.

Consequently, we strongly recommend that the proposed definition of the direct mode in the enhanced bi-directional prediction mode and the proposed minor semantics modification to the current multi-frame buffering syntax should be employed in the next JM. The former is to improve coding efficiency, and the latter is to get the full performance by using the multi-frame buffering syntax.
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