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1. Summary

This document provides the result of independent verification of the technique proposed by VCEG-O22 [1] at the Pattaya meeting. In Pattaya, JVT agreed to setup a Core Experiment on Improved Macroblock Prediction Modes [2], which is to verify coding efficiency of the techniques proposed in VCEG-O17 [3] and VCEG-O22 [1]. Core experiment description specifies the methodology for this verification, and basically, its scope is to perform cross-checking of the above two proposals under common test conditions. In the remaining part of this contribution, we refer to VCEG-O17’s technique as VPM-1 and VCEG-O22’s one as VPM-2 according to the definition in the CE description document [2]. We, Mitsubishi, is participating in this CE, however, due to the limited time between the last and this meeting, we have performed independent verification of VPM-2 only. This report contains the numerical coding efficiency result obtained by our independent VPM-2 implementation, and shows the evidence of the coding gain reported in VCEG-O22 document at the Pattaya meeting. Resulting R-D curves are provided as the attached Excel sheet

2. Coding Configuration

Our VPM-2 implementation is based on TML9.0 that corresponds JM-1 document [4]. R-D optimized coding routines have been modified to obtain the coding result for the baseline configuration which meets common test conditions [5]. Table.1 shows the setting of the coding options.

Table. 1: Settings of Encoding Options.

	Options
	Setting

	R-D optimized mode decision
	ON

	Fractional MC
	1/4-pel MC for all sequences

	Entropy Coding
	UVLC

	B-frame
	NOT USED

	Motion Search Range
	32x32 for all sequences

	Multiple Reference Frames
	1 and 5

	Fast ME mode
	ON(re-use of 4x4 SADs)

	ME Search Restirction
	No restriction


3. Performance Verification

We have conducted one of the experiments “CE1.2” specified in the CE description document (see section 3.1 of VCEG-O61 [2]). This experiment is to compare coding efficiency between TML anchor and VPM-2 implementation. According to the common test conditions, 4 constant Qp values (i.e, 16,20,24,28) have been used for the coding of all I and P-frames. Only the first frame of the sequence is encoded as I-frame. 

3.1. Coding Results with Multiple Reference Frame Option

Table.2 illustrates GD-PSNR [6] values when using multiple reference frame option for all mandatory tested sequences. In average, the coding gain over 0.2dB in PSNR value and over 4.5% bit saving have been observed in VPM-2 scheme. In spite that this results are obtained by using fast ME mode and the comparison shown in the VCEG-O22 document [1] used adaptive motion search window scheme, both results are almost comparable. This means that the VPM-2 proposal provides promising coding gain regardless of the motion estimation strategy.

Comparisons of the Rate-Distortion characteristics are shown in the first worksheet of the attached Excel file(JVT-B52.xls).

Table. 2: Numerical Verification Results (num. Ref_frame = 5)

	Sequence
	GD-PSNR value

	
	PSNR 

Diff. [dB]
	Bits 

Diff. [%]

	Container Ship
	0.10
	-2.00

	Foreman
	0.28
	-5.55

	News
	0.20
	-3.45

	Silent Voice
	0.25
	-5.13

	Paris
	0.19
	-3.79

	Mobile & Calendar
	0.29
	-6.12

	Tempete
	0.27
	-6.30

	Average
	0.23
	-4.62


3.2. Coding Results without Multiple Reference Frame Option

Table.3 shows GD-PSNR values as the result of coding without multiple reference frame option. In this case, since the flexible reference frame selection within a macroblock is basically disabled, the prediction efficiency of VPM-2 is decreased. In spite of this fact, it can be seen that up to 0.2dB gain is still observed, for example, in Foreman sequence. This coding gain is directly derived from the flexible macroblock segmentation patterns, which allow object- boundary adaptive prediction with low-overhead motion bits. In general, our verification shows that the advantage of VPM-2 can be enhanced in the coding configuration where multiple reference frame option is enabled.

Comparisons of the Rate-Distortion characteristics are shown in the second worksheet of the attached Excel file(JVT-B52.xls).

Table. 3: Numerical Verification Results (num. Ref_frame = 1)

	Sequence
	GD-PSNR value

	
	PSNR 

Diff. [dB]
	Bits 

Diff. [%]

	Container Ship
	0.13
	-2.73

	Foreman
	0.22
	-4.65

	News
	0.14
	-2.51

	Silent Voice
	0.19
	-3.90

	Paris
	0.13
	-2.65

	Mobile & Calendar
	0.12
	-2.63

	Tempete
	0.14
	-3.38

	Average
	0.15
	-3.21


4. Discussions

This CE report shows that the coding performance of the new macroblock prediction mode set proposed in VCEG-O22 [1] has been verified through completely independent implementation under agreed common test conditions. As reported in Pattaya, this technique shows promising coding gain up to about 0.3dB especially with multiple reference frame option, which allow flexible reference frame selection inside a macroblock.

One issue to be discussed is how to assess complexity of this technique. At the decoder side, this proposal just requires additional memory addressing rules for generating prediction image, however, it might not be a big impact on the implementation of the decoding procedure comparing with the current TML specification and the proposal in VCEG-O17. On the other hand, encoder should evaluate all possible macroblock prediction modes to enhance coding efficiency. In this sense, the number of modes requiring different SAD evaluation rules may be a complexity issue at the encoder side, however, it should be noted that the encoder can select subset of the available modes to fit to the cost-performance of each product. From this point of view, the issue on the consideration of the non-normative complexity for adopting coding tools into the standard has to be carefully discussed.
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