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1. Introduction

1.1 Overview of the Paper

The paper is organized as follows. In the introductory part of the document, techniques utilizing scalable video coding or multiple representations of the same video content are presented in section 1.2 and a brief review to temporal scalability in video coding is given in section 1.3. The paper proposes means to signal temporal scalability based on chains of inter-dependent frames. An independently disposable chain of pictures is called a sub-sequence. The proposal is presented in section 2, and some examples of scalably coded bitstreams are given in section 3. After that, the document includes the patent disclosure form and some references.

The r1 revision of the document contains the proposal in the form that it was approved in the second JVT meeting. The changes compared to the original revision can be summarized as follows:

· The text for normative decoder operation was clarified and the terminology was fixed.

· The proposal does not require changes in transmitted packet or bit stream. A remark of that fact was added.

· The IPR statement was updated (a liberalizing comment on statement 2.2 was added).
1.2 Needs for Scalable Video Coding

1.2.1 Unequal Error Protection

Video streaming applications can often make use of unequal error protection (UEP). In order to apply UEP, video bitstreams have to be organized in portions of different importance in terms of visual quality. Techniques achieving this goal include data partitioning and scalable video coding. Examples of applicable UEP techniques are:

· Application-layer selective retransmission. Some commercial Internet streaming systems implement retransmission requests using proprietary protocols [1]. Work is going on in IETF to standardize a selective retransmission request mechanism as a part of RTP/RTCP [2]
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[3]. A common feature for all of these retransmission request protocols is that they are not suitable for multicasting to a large number of players, as the network traffic may increase drastically. Consequently, multicast streaming applications cannot rely on interactive packet loss control.

· Transport-layer forward error control. Transmitters can add such redundancy to the transmitted packet stream that helps receivers to recover possibly lost data. Examples of such techniques are use of forward error correction (FEC) packets according to RFC 2733 [4] and transmission of redundant copies of selected packets.

· Guaranteed network Quality of Service (QoS). A stream might be transmitted through a number logical channels, each of which may have a different guaranteed QoS. Examples of such systems are the QoS architecture of Universal Mobile Telecommunication System (UMTS) [5] and System for Audio/Visual Live Services and Applications (SALSA) [6]. In UMTS (release 4 and later), an application can request for a certain QoS class (conversational, streaming, interactive, or background) and specific values for QoS parameters within the requested QoS class, such as guaranteed bit-rate and SDU error ratio. SALSA works on top of a CATV system. It provides a 100-kbps reliable channel and a 300-kbps best-effort channel per connection.

· Differentiated Services (DiffServ) [7]
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[8]. In DiffServ, packets are classified and marked to receive a particular per-hop forwarding behavior on nodes along their path. While DiffServ is not available throughout the Internet, many private networks support it.

1.2.2 Rate Shaping

The objective of rate or traffic shaping is to match the bit-rate of a pre-compressed video bitstream to the target rate constraint. Many networks are not capable of providing channels with constant throughput. Thus, many streaming servers monitor the network conditions and adjust the transmitted bitstream accordingly. One way to control the bit-rate of the transmitted stream is to decide which enhancement layer to transmit. Another way is to switch between multiple representations of the same content each targeted for different bit-rate.

1.3 Temporally Scalable Video Coding

1.3.1 Individually Disposable Pictures

Conventionally, B pictures have not been used as prediction references. Consequently, they have provided a way to achieve temporal scalability. (In the JVT codec, B pictures can also be stored are referenced in other pictures.)

H.263 Annex U and JVT JM-1 allow signaling that a particular picture need not be stored in the buffer of reference pictures. Consequently, such a picture can be safely disposed. 

1.3.2 Disposal of Picture Chains

A known method in today’s streaming systems to cope with drastically dropped channel throughput is to transmit INTRA pictures only. When the network throughput is restored, INTER pictures can be transmitted again from the beginning of the next Group of Pictures (GOP).

Generally, any chain of INTER pictures can be safely disposed, if no other picture is predicted from them. This fact can be utilized to treat INTER pictures at the end of a prediction chains less important than other INTER pictures. In some cases, such INTER pictures represent contents of scene transitions, such as fades, and can be disposed without losing essential pictorial information.
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Reference picture selection enables different kinds of temporal scalability schemes, which are herein referred to as layered temporal scalability. One example of such a scheme is proposed in [6]. It is called SALSA and depicted in Figure 1. The “base” layer has a relatively low temporal resolution enabling it to be transmitted in a 100-kbps reliable channel. For example, every 6th coded frame may belong to the “base” layer. The “enhancement” layer increases the temporal resolution and is transmitted in a 300-kbps best-effort channel.

Figure 1. Temporal scalability proposed in SALSA.

A straightforward modification of the SALSA coding scheme targeted for rate shaping is illustrated in Figure 2. “SP 6” (and “SP 12”) boxes indicate identical representations of frame 6 (and 12 respectively) based on different reference frames. A streaming server decides which coded SP frame is transmitted based on the temporal resolution of the previously transmitted section of the bitstream. The encoder may also switch to a lower or higher temporal resolution after such an SP frame. The compression efficiency of this kind of a coding scheme is nearly as good as in a non-scalable coding scheme as shown in VCEG-M73.
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Figure 2. Temporal scalability for rate shaping.

In the JVT design, B pictures can be used as prediction references. Another example of temporal scalability scheme is illustrated in Figure 3, which presents an IBBP coding pattern, where the latter B picture is predicted from the former one. Pictures B3 and B6 can be disposed individually, whereas disposal of pictures B2 and B5 requires disposal of pictures B3 and B6 respectively.

Figure 3. B pictures as motion compensation references in an IBBP coding pattern[image: image13.wmf]P 1
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2. Proposal

2.1 Overview

The proposal enhances the concept of independently decodable GOPs presented in JVT-B041 so that disposable chains of pictures can be easily identified and disposed. The proposal organizes pictures in temporal scalability layers and sub-sequences. A sub-sequence represents a number of inter-dependent pictures that can be disposed without affecting the decoding of any sub-sequence in any less enhanced scalability layer. 

The result of sub-sequence or layer disposal must be a valid bitstream. Moreover, as the foreseen applications, namely unequal error protection and rate shaping, take place in a streaming server, no changes to Video Coding Layer syntax or any transport packetization syntax were seen necessary. Thus, we propose syntax changes only to the interim file format (VCEG-O58). The changes allow signaling of layers, sub-sequences and their dependencies. Appendix A of the document contains an updated version of the interim file format. The use of the proposed syntax changes is optional, i.e., non-scalable bitstreams can be created without signaling overhead. Furthermore, file format parsers can ignore the information related to scalability layers and sub-sequences safely.

Only entire sub-sequences and non-stored pictures should be disposed. When disposing a sub-sequence, any sub-sequence depending on the disposed one should be discarded as well. Otherwise, a mismatch in the multi-picture buffer contents may occur between the encoder and the decoder, which results into incorrectly reconstructed pictures in the decoder. Encoder constraints on multi-picture buffering are listed in section 2.3.

Decoders shall be informed if it is possible to dispose sub-sequences intentionally. This is done with a new flag in the parameter set (defined in VCEG-O58 and VCEG-N72r1). When intentional disposal is allowed, decoders shall not infer an unintentional picture loss immediately when a missing picture number is detected but rather update the multi-picture buffer so that the default index order remains the same as in the encoder. Detailed decoder operations are presented in section 2.4.

No changes in the transmitted packet or bit stream syntax are proposed. In other words, no information about layers and sub-sequences is transmitted.
The proposal is targeted for all “streaming” and “storage” applications.

2.2 Definition of a Layer and a Sub-Sequence

Layers can be ordered hierarchically based on their dependency on each other. The base layer is independently decodable. The first enhancement layer depends on some of the data in the base layer. The second enhancement layer depends on some of the data in the first enhancement layer and in the base layer and so on. The subjective quality increases along with the number of decoded enhancement layers. 

A sub-sequence shall not depend on any other sub-sequence in the same or in a more enhanced scalability layer. In other words, it shall only depend on one or more sub-sequences in one or more less enhanced scalability layers. A sub-sequence in the base layer can be decoded independently of any other sub-sequences and prior long-term reference pictures. Thus, the beginning of a base layer sub-sequence can be used as a random access position.

A sub-sequence covers a certain period of time within the sequence. Sub-sequences within a layer and in different layers can partly or entirely overlap. A picture shall reside in one layer and in one sub-sequence only. 

Pictures sharing the same display time in the same layer are considered alternative representations of the same picture content, and any representation of the picture can be used. These so-called sync pictures shall reside in the same sub-sequence, but their reference pictures can reside in any sub-sequence. Indication of the reference sub-sequence helps streaming servers to decide which coded sync frame to transmit.

A layer number is assigned to layers. Number zero stands for the base layer. The first enhancement layer is associated with number one and each additional enhancement layer increments the number by one. 

A sub-sequence identifier is assigned to sub-sequences. Consecutive sub-sequences (within the same scalability layer) should not have the same identifier, but no other numbering rule for sub-sequence identifiers is necessary.

2.3 Constraints in Multi-Picture Buffering

If you are unfamiliar with multi-picture buffering, please refer to VCEG-O10r1 or to section 7 of TML-9 (VCEG-N83d1) to get an insight.

Any entity, such as a streaming server, disposing parts of a bitstream must make sure that the decoder is able to obtain essentially the same state of the multi-picture buffer as the encoder at any instant of time. Otherwise, the default picture order might differ in the decoder from the one used while encoding, and incorrect reference pictures may be used. Thus, the following constraints in memory management operations of the multi-picture buffer have to be followed when coding a bitstream according to the proposal:

· Marking a picture as “Unused” shall be done in a stored base-layer picture only. Otherwise, if a sub-sequence containing the assignment to “Unused” were disposed, the default index order of pictures might differ in the encoder and in the decoder.

· Resetting the multi-picture buffer shall be done in a stored base-layer picture only. Otherwise, the reset indication might be disposed and the contents of the multi-picture buffer would differ.

· Changing the number of long-term pictures shall be done in a stored base-layer picture only, as this operation affects the default index order.

· Assigning a long-term picture index to a short-term picture can be done in any picture in the same sub-sequence where the picture resides or in any of the sub-sequences used for predicting the current one, if the long-term picture index was already taken into use in one of these sub-sequences. Otherwise, if the long-term picture index was “Unused” or was taken into use in a sub-sequence independent from the current one, a long-term index shall be assigned in the base layer. (Re-using a long-term index does not change the default index order, whereas taking a fresh long-term index into use does.)

2.4 Decoder Operation

The defined reaction to a gap in picture numbers (a paragraph in section 7.6.2 of VCEG-N83d1) is as follows:

“If the decoder detects a missing picture, it may invoke some concealment process, and may insert an error-concealed picture into the multi-picture buffer. Missing pictures can be identified if one or several picture numbers are missing or if a picture not stored in the multi-picture buffer is indicated in a transmitted ADPN or LPIR. Concealment may be conducted by copying the closest temporally preceding picture that is available in the multi-picture buffer into the position of the missing picture. The temporal order of the short-term pictures in the multi-picture buffer can be inferred from their default relative index order and PN fields. In addition or instead, the decoder may send a forced INTRA update signal to the encoder by external means (for example, Recommendation H.245), or the decoder may use external means or back-channel messages (for example, Recommendation H.245) to indicate the loss of pictures to the encoder. A concealed picture may be inserted into the multi-picture buffer when using the "Sliding Window" buffering type. If a missing picture is detected when decoding a Slice, the concealment may be applied to the picture as if the missing picture had been detected at the picture layer.”

As the suggested reaction is correct for accidentally lost pictures only, we propose that the possibility of intentional sub-sequence disposal is indicated in the parameter set. We call the indication as the required picture number update behavior indication. The value of the indication (on or off) in the referred parameter set shall be the same as in the previously transmitted NAL packets, unless a multi-picture buffer reset is associated with the current NAL packet.
If the required picture number update behavior is signaled, a gap in picture numbers shall be treated as follows:

· Decoders shall not infer an accidental loss immediately.

· Decoders shall not invoke any immediate concealment.

· Decoders shall generate the default index order as if pictures corresponding to the lost picture numbers were inserted to the multi-picture buffer using the “Sliding Window” buffering type. An index corresponding to a missing picture number is called an “invalid” index. 
Decoders shall infer an accidental picture loss if any “invalid” index is referred to in motion compensation or if an “invalid” index is re-mapped. As a reaction to a detected picture loss, decoders may invoke some concealment process similarly to what has been defined in section 7.6.2 of VCEG-N83d1. If the subject of a memory management control operation is a picture corresponding to an “invalid” index, the operation shall be carried out normally.

We propose that the paragraph in section 7.6.2 of VCEG-N83d1 is replaced with the following paragraph 

“If the indicated parameter set in the latest received slice or data partition signals the required picture number update behavior, the decoder shall operate as follows. The default picture index order shall be updated as if pictures corresponding to missing picture numbers were inserted to the multi-picture buffer using the “Sliding Window” buffering type. An index corresponding to a missing picture number is called an “invalid” index. The decoder should infer an unintentional picture loss if any “invalid” index is referred to in motion compensation or if an “invalid” index is re-mapped. 

If the indicated parameter set in the latest received slice or data partition does not signal the required picture number update behavior, the decoder should infer an unintentional picture loss if one or several picture numbers are missing or if a picture not stored in the multi-picture buffer is indicated in a transmitted ADPN or LPIR.

In case of an unintentional picture loss, the decoder may invoke some concealment process. If the required picture number update behavior was indicated, the decoder may replace the picture corresponding to an “invalid” index with an error-concealed one and remove the “invalid” indication. If the required picture number update behavior was not indicated, the decoder may insert an error-concealed picture into the multi-picture buffer assuming the “Sliding Window” buffering type. Concealment may be conducted by copying the closest temporally preceding picture that is available in the multi-picture buffer into the position of the missing picture. The temporal order of the short-term pictures in the multi-picture buffer can be inferred from their default relative index order and PN fields. In addition or instead, the decoder may send a forced INTRA update signal to the encoder by external means (for example, Recommendation H.245), or the decoder may use external means or back-channel messages (for example, Recommendation H.245) to indicate the loss of pictures to the encoder.”

2.5 Sub-Sequences Compared to Alternate Tracks

The interim file format (VCEG-O58) contains a mechanism to include multiple coded representations of the same uncompressed video sequence into the same file. These representations are referred to as alternate tracks. The interim file format also allows signaling of pictures that can be used to switch between alternate tracks.

Most (if not all) patterns of coded pictures, such as the one illustrated in Figure 2 can be expressed both using alternate tracks and using temporal scalability layers and sub-sequences. We propose that the alternate track mechanism would be used for rough bit-rate adjustment, as it does not provide means for indicating scalability layers, dependencies between pictures, and information about temporary bit- or frame rates. The sub-sequence mechanism can be considered more flexible in bit-rate scalability. It suits better for short-term, immediate, and accurate bit-rate adjustment.

3. Examples

The notation used in the figures is as follows: I stands for INTRA picture and P for INTER pictures. Picture type is followed by two digits separated by a dot (x.y). x stands for sub-sequence identifier and y stands for picture number. Relative capturing and displaying time runs from left to right. Scalability layers are on top of each other and indicated on the left.
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Figure 4
 shows an example of a scene transition, where the first scene is faded to black. The faded pictures are located in an enhancement layer, as they are not considered to contain any subjectively essential information. The former base layer sub-sequence happens to have identifier 0 and the latter one has identifier 1, whereas the sub-sequence in the enhancement layer happens to have identifier 3. Picture numbers run independently from sub-sequences but are reset to zero at the beginning of each base-layer sub-sequence as proposed in JVT-B041.

Figure 4. Fade to black.

Figure 5 shows how the temporal scalability scheme proposed in SALSA can be handled with layers and sub-sequences. Notice that even though the sub-sequence in the base layer and the first sub-sequence in the enhancement layer are given the same sub-sequence identifier, they can be distinguished from each other, since they reside in different layers.

[image: image16.wmf]Base layer

Enh

. 

layer 

1

P 0.1

P 0.3

SP 0.6

P 0.2

P 0.5

P 0.4

I 0.0

P 1.8

P 1.7

P 1.9

P1.10

P1.11

…

SP 0.12

SP 0.6

SP 0.12

Figure 5. Temporal scalability proposed in SALSA.

Figure 6 shows an example of sub-sequence and picture numbering for a temporal scalability scheme for rate shaping purposes. Sub-sequence and picture numbering is similar to the previous example.
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 Temporal scalability for rate shaping.

Figure 7 shows an example of sub-sequence and picture numbering, when some B pictures are used as motion compensation reference pictures. Picture number 7 is assigned to both picture B EL1.1.7 and picture P BL.0.7, as the B picture is not stored in the multi-picture buffer. However, as picture B EL1.1.6 is stored in the multi-picture buffer, the picture number is incremented normally in the picture following it.

Figure 7. B pictures as motion compensation references in an IBBP coding pattern.
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Joint Video Coding Experts Group - Patent Disclosure Form
(Typically one per contribution and one per Standard | Recommendation)

Please send to:


JVT Rapporteur Gary Sullivan, Microsoft Corp., One Microsoft Way, Bldg. 9, Redmond WA 98052-6399, USA


Email (preferred): Gary.Sullivan@itu.int  Fax: +1 425 706 7329 (+1 425 70MSFAX)

This form provides the ITU-T | ISO/IEC Joint Video Coding Experts Group (JVT) with information about the patent status of techniques used in or proposed for incorporation in a Recommendation | Standard.  JVT requires that all technical contributions be accompanied with this form. Anyone with knowledge of any patent affecting the use of JVT work, of their own or of any other entity (“third parties”), is strongly encouraged to submit this form as well.

This information will be maintained in a “living list” by JVT during the progress of their work, on a best effort basis.  If a given technical proposal is not incorporated in a Recommendation | Standard, the relevant patent information will be removed from the “living list”.  The intent is that the JVT experts should know in advance of any patent issues with particular proposals or techniques, so that these may be addressed well before final approval.

This is not a binding legal document; it is provided to JVT for information only, on a best effort, good faith basis.  Please submit corrected or updated forms if your knowledge or situation changes.

This form is not a substitute for the ITU ISO IEC Patent Statement and Licensing Declaration, which should be submitted by Patent Holders to the ITU TSB Director and ISO Secretary General before final approval.

	Submitting Organization or Person:

	Organization name
	Nokia Corporation
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	Country
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	Fax
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	Place and date of submission
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	Relevant Recommendation | Standard and, if applicable, Contribution:

	Name (ex: “JVT”)
	JVT
	

	Title
	Enhanced Concept of GOP
	

	Contribution number
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	2.0
The submitter is not aware of having any granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.

or,

	The submitter (Patent Holder) has granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.  In which case,
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	2.1 The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a free license to an unrestricted number of applicants on a worldwide, non-discriminatory basis to manufacture, use and/or sell implementations of the above Recommendation | Standard.
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The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a license to an unrestricted number of applicants on a worldwide, non-discriminatory basis and on reasonable terms and conditions to manufacture, use and/ or sell implementations of the above Recommendation | Standard.


Such negotiations are left to the parties concerned and are performed outside the ITU | ISO/IEC.
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The Patent Holder is unwilling to grant licenses according to the provisions of either 2.1, 2.2, or 2.2.1 above.  In this case, the following information must be provided as part of this declaration:

· patent registration/application number;
· an indication of which portions of the Recommendation | Standard are affected.
· a description of the patent claims covering the Recommendation | Standard;

	In the case of any box other than 2.0 above, please provide the following:
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	Inventor(s)/Assignee(s)
	
	

	Relevance to JVT
	
	

	Any other remarks:
	
	

	(please provide attachments if more space is needed)
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