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Summary

These common test conditions are suited for transmission on 3GPP/3GPP2 networks for conversational and streaming video applications based on RTP/IP.

The test conditions serve to evaluate contributions and proposals specific to video applications in 3GPP/3GPP2 networks. Proposals are solicited for:

· Selecting the right coding tools, parameters, levels into these application,

· Error resilience tools,

· Network Adaptation Layer (Specific tasks of the NAL are: Encapsulation, Prioritization, Interleaving, Stuffing, Synchronization, Transfer of Temporal Information etc.).

To provide controlled environment for experiments, this document defines 

· Offline Software Simulator of the 3GPP/3GPP2 radio bearer protocols and RLC layer error patterns (physical layer simulation),

· Set of sequences, bit rates, other parameters to be used in experiments,

· A description how to present the results.

Third generation mobile systems  defined by 3GPP and 3GPP2 are different in many concepts and aspects (for example Quality of Service guarantees are in UMTS, but not in CDMA-2000). However, these differences are either not relevant for these common conditions or it is assumed and foreseen, that the relevant concepts in the two will converge in the future. Most importantly, 3GPP and 3GPP2 has defined similar user plane protocols for UMTS and CDMA-2000 air interface. Thereby, these common testing conditions are designed to be general and due to the converging trends are hoped to be a valid model for both.

Simulation Environment

Overview

Both video source and receiver are assumed to reside in a private operator's network, which consists of a fixed IP-based core network and a radio access network. A video streaming server is directly connected to the operator's core network or both video call terminations are inside the mobile network. Other service models are also viable and supported (for example the streaming server is outside of the operator's network) as long as QoS guarantees are supported throughout the whole transmission path (not only best-effort). The network operator's core network is assumed to be over-provisioned so that the packet loss rate in the core network is negligible and the network resources bottleneck is at the radio interface. Thus any degradation to the video stream results from fading/shadowing errors at the radio interface. 

User plane protocols in 3G

This section gives a basic overview of 3GPP/3GPP2 air interface user plane protocols. It is not intended to fully implement the stack in the offline software simulator, but rather a simplified model is to be devised from it. Therefore, this section serves as background information. 

3GPP and 3GPP2 define similar user plane protocols for UMTS and CDMA-2000 specifications between the mobile station (MS) and radio base station (BS). In Figure 1 the packetization of application packets is shown in the protocol stack.
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Figure 1: Packetization through the user plane protocol stack (CDMA-2000)

The figure shows the CDMA-2000 stack with native naming. For UMTS the only differences are: 

· no PPP protocol is used, but the link layer (called RLC) includes signaling of the RLC payload boundaries, 

· a physical layer frame is not split further into logical nits, but the size of a physical layer frame can be set up more flexibly.

In CDMA-2000 a physical layer frame can be divided into a number of Logical Transmission Units (LTU). The LTU is the smallest unit with a CRC to detect possible bit-errors. The size of an LTU (in bytes) is fixed for a session.
An RLC-PDU in UMTS is of fixed length and is determined when the bearer is setup, for example 80 octets.

For both it can be assumed, that one link layer frame is packed into one physical layer logical unit (LTU). This means, that each link layer frame can have a frame quality indicator (FQI) that indicates if there are bit-errors detected by the physical layer CRC. 

An RTP/UDP/IP packet is packed into one PDCP/PPP packet which will become an RLC-SDU (RLC is used in this section to refer to PDUs or SDUs of both UMTS and CDMA-2000 link layers. RLC is the UMTS and RLP is the CDMA-2000 terminology).. Video packets are by nature of varying length, so RLC-SDUs will be of varying length as well. In the case that an RLC-SDU is larger than an RLC-PDU the SDU must be segmented into several PDUs. This is one main function of the RLC layer. Normally an SDU will not fill an integer number of PDUs such that some space will be left over. In case the flow of variable size RLC-SDUs is continuous attempting RLC-SDU to RLC-PDU alignment would need to introduce unused padding bits. This would increase the link layer overhead and thereby decrease the effective payload rate. Instead, the start of the next RLC- SDU shall be packed here.

RLC-SDUs where one or more RLC-PDUs that contain part of the RLC-SDU have not been received correctly (as checked by the CRC) shall be discarded. It becomes important to select appropriate-sized RLC-SDUs (IP-packets) that match the channel conditions.
The RLC/RLP layer can perform re-transmissions. The re-transmission scheme may be set up with different levels of persistency, such that the maximum number of re-transmission attempts (NAK rounds) is specified for a connection, which puts an upper limit to the variable RLC/RLP delay that re-transmission can cause. The RLC/RLP layer maintains in-order delivery, so usage of re-transmission can introduce high delay jitter.

It is likely that conversational bearers are realized without RLC re-transmissions. However, for streaming application the transfer delay requirements for streaming are typically in a range where at least in a part of this range RLC/RLP re‑transmission should be used. It is assumed that the application's requirement on delay variation is expressed through the transfer delay attribute, which implies that there is no need for an explicit delay variation attribute.

In order to be able to re-assemble the SDUs at the receiving side, the SDU boundaries must be signaled. In UMTS this is done by means of a length indicator in the RLC-PDU header. An RLC-PDU always starts with a sequence number (minimum size is 7 bits) and is followed by a 1-bit indicator telling if the next octet is a length indicator or payload data. In CDMA-2000 the application packets are framed at PPP layer using the PPP protocol.

If applicable the RTP/UDP/IP header is compressed. For the tests we assume that the robust header compression scheme provides complete robustness, so that each compressed packet header can be decoded independent of which packets are lost. Depending on the packet loss rate, though, headers are compressed with different efficiency. The scheme also requires an initialization period, where all headers are sent uncompressed, this time is approximately the round-trip time of the connection.

Packetization overhead in UMTS protocol stack:

· Overhead per RLC PDU = RLC frame header (4 bytes) = 4 bytes

· Overhead per PDCP PDU = PDCP packet header (1 byte) + length info (1 byte) + compressed RTP/UDP/IP header (3 bytes) = 5 bytes

Packetization overhead in CDMA-2000 protocol stack:

· Overhead per RLC PDU =  RLC frame header (2 bytes) = 2 bytes

· Overhead per PPP PDU = PPP packet header (3 bytes) + octet-synchronous HDLC stuffing (~2% of (payload+compressed RTP/UDP/IP header)) + compressed RTP/UDP/IP header (3 bytes)

Simulation Software

An implementation of the software simulator as described in document can be found in the

archive <MobileIP.zip>, which is available on the standard ftp-site.

Content

The archive includes the following files, which are part of the offline software simulator distribution: 

· README: contains all information necessary to compile and run the simulation tool

· Makefile: contains all the rules to compile the tool on a Linux workstation

· global.h: header file containing global definitions common to all source modules

· mobile_ip.cpp: primary source module

· loss_generator.h: header file containg the type and class definitions for the 3G loss generator module

· loss_generator.cpp: source module containing the explicit loss generator routines

· packet_data_agent.h: header file containing the type and class definitions for the PDCP/PPP layer functionality

· packet_data_agent.cpp: source module containing the explicit PDCP/PPP layer routines

· radio_link_agent.h: header file containing the type and class definitions for the RLC/RLP layer functionality

· radio_link_agent.cpp: source module containing the explicit RLC/RLP layer routines

· settings_template.txt: sample parameter file containing the correct syntax to supply the simulation  tool with all the required parameter settings

· 18681.3, 18681.4, wcdma_64kb_3kph_5e-04.bin, wcdma_64kb_50kph_2e-04.bin,  wcdma_128kb_3kph_5e-04.bin, wcdma_128kb_50kph_2e-04.bin: error pattern files
How to use the tool

The parameter file

Before you can actually start the simulation tool, you have to create a suitable parameter file containing the desired settings for a specific simulation run. The easiest way to do this is to just copy the given sample file <settings_template.txt> to your own parameter file (which we will simply call <parameter-file> in the following) and edit it afterwards. 

General conventions:

· For all parameters listed as mandatory, the user has to provide a valid entry at the respective location in the parameter file.

· Throughout the simulation tool, the conversion factor between kbit and bit is assumed to be 1000, not 1024!

· All entries of type STRING are limited to a total of 99 characters.

· The actual entries depend on the desired simulation scenario. Suitable combinations have to be chosen by the user.

In the following, you will find a list of all possible settings together with the required type of the input values:

	ENTRY
	INPUT VALUE TYPE
	CLASS

	file for writing simulation log report
	STRING
	mandatory

	file for writing final statistics
	STRING
	mandatory


	file containing the bit error pattern
	STRING
	Mandatory

	start position in the pattern (in bytes)
	POSITIVE INTEGER
	Mandatory

	file containing the input RTP stream
	STRING
	Mandatory

	file containing the output RTP stream
	STRING
	Mandatory

	3GPP/3GPP2 system type (UMTS or CDMA-2000)
	STRING
	Mandatory

	compressed RTP/UDP/IP header size (in bytes)
	POSITIVE INTEGER
	Mandatory

	packet agent header size (in bytes)
	POSITIVE INTEGER
	Mandatory

	nominal radio bearer bitrate (in kbit/s)
	POSITIVE INTEGER
	Mandatory

	frame size (in bits)
	POSITIVE INTEGER
	Mandatory

	radio link agent header size (in bytes)
	POSITIVE INTEGER
	Mandatory

	acknowledged mode (y/n)
	y (for yes) or n (for no)
	Mandatory

	fully-persistent ARQ (y/n)
	y (for yes) or n (for no)
	only needed, if above is y

	maximum number of retransmissions per frame in acknowledged mode
	POSITIVE INTEGER
	only needed, if above is n


Running the simulation

After having created a valid <parameter-file>, a single simulation is started by simply entering

> mobileip <parameter-file>

where the last expression has to be replaced by the actual name of your personal parameter file!

The tool will then start to read the RTP source stream from the specified input file, perform a system level simulation and the actual parameter settings and write the resulting RTP stream to the specified output file.

Simulation results

The results of the simulation run can be found in three different files, whose location and names are all set in the <parameter-file>:

· The file for the output RTP stream conforming the specified output format.

· The simulation log file, which contains a trace of all major events that have occurred during the run. This file is mainly for the purpose of verification of parameter settings and debugging in case of strange simulation results.

· The statistics file, which contains all relevant statistics about packet counters, error rates, loss  rates, bitrates, ... A brief definition of what the different elements mean and how they are computed can be found in the README file.

Model of the retransmission procedure at RLC/RLP layer

The RLC/RLP retransmission procedure has been modeled based on the following assumptions:

· The feedback channel carrying ACKs and NACKs is not corrupted by any errors or packet loss.

· After a radio link frame has been declared corrupt at the receiver, the retransmission request arrives at the transmitter after one additional transmission time interval (TTI). Hence, the minimum time between two successive (re)transmissions of the same frame is exactly the round-trip time of 2*TTI.

· Depending on the choice of the user in the <parameter-file>, the maximum number of retransmissions of a single radio link frame may be limited to a certain number. Otherwise, fully-persistent ARQ is assumed, with sufficient buffer space at both transmitter and receiver.

· The radio link layer agent at the receiver preserves the sequence order of the PDCP/PPP PDUs: As long as not all segments of the previous PDU have been received successfully, or the PDU has been declared lost due to limited retransmissions, no other already-complete PDUs that follow in the sequence are passed on to the upper layer.

Input bitstream requirements

In order to avoid buffer overflow the video payload bitrate has to be smaller than or equal to the available payload bitrate of the radio bearer simulated. In the simulator continuous packet streaming is assumed, such that there is always application packet content available for transmission and there is no silence period between packets. It is up to the experimenter to ensure, that the packetized video stream with the added simulator packetization overhead and optional RLC retransmission overhead fits into the available radio bearer. For best resource utilization, the available radio bearer bitrate should be matched as closely as possible. In practice this means, that the total transmission time required to transmit the input packet stream has to be smaller than the session time (length of the sequence), and should be as close to the session time as possible. In order to compare the error robustness performance fairly, it is intended to eliminate the effect of using different rate control schemes by different proponents. Thus the simple rate control to be used in the different application simulations is defined below. When more sophisticated rate control scheme implementation becomes available in the TML software, usage of it can be considered.

Video streaming applications:

· Only the average video rate has to match the available bitrate, and it is assumed, that the receiver buffer is large enough to smooth out any "playout time - time of arrival" variations.

· The required fixed frame rate is to be used, and video rate is allowed to be controlled only through changing the fixed QP that is used for all the frames of the sequence.

· It is allowed to use multi-pass off-line encoding, as streaming of pre-encoded stream can be assumed. 

Video conversational applications

· No receiver buffering is assumed, so the "playout time - time of arrival" difference has to be minimized. Rate could be controlled by frame skipping, but the same QP is to be used for all frames of the sequence. However, until more sophisticated rate control algorithms are available the QP should be selected such that maximum transmission rate according to Table 1 is not exceeded. The frame rate should be chosen according to Table 1.
· It is assumed, that a sequence is encoded and sent real-time so the characteristics are not known a-priori in detail. Thus, coding efficiency and error resilience tools and their parameters are not allowed to be tuned exactly to given channel characteristics. 

The required video sequences and bitrates to be used in experiments are defined in Table 1.

	Sequence
	Picture Size
	Frame-rate (f/s)
	To be used with physical layer rate (kbits/sec)

	Hall Monitor
	QCIF
	15
	64

	Coastguard
	QCIF
	10
	64

	Foreman*
	QCIF
	7.5
	64

	Glasgow*
	QCIF
	7.5
	64

	Paris
	CIF
	15
	128


Table 1: Sequences to be used

*: These sequences originate from a 25 f/s source, but for simplicity it can be assumed, that the original rate was 30 f/s, so the target frame-rates can be achieved by using constant frame skip.

In 3G networks theoretically any (<2048 kbit/s) constant bitrate can be guaranteed by the network. In case the video stream bitrate is always equal or lower than the guaranteed bitrate, the application does not have to perform rate adaptation or congestion control.

For a given maximum application SDU size an SDU loss ratio can be guaranteed. This means, that the error robustness of a video packet stream can and should be tuned to a given packet loss ratio. It also means in practice, that the video packet size influences the packet loss rate.

The input sequence is to be encoded once (e.g. for Hall Monitor 300 original frames) and the encoded bitstream is run through the simulator at least 10 times with different starting position of the bit-error pattern, that are specified for each bit-error file. 

Error Patterns and RLP/RLC frame sizes

In order to simulate the guaranteed QoS concept, it is assumed, that channel conditions do not vary for the duration of the transmission, so that the provided network QoS (bitrate, packet loss rate) is nearly constant throughout the session. With the constant channel conditions the simulator can assume using a dedicated radio channel for the video stream with a given maximum channel bit-rate. Audio streams or other parallel flows of an application are assumed to have set up over separate radio bearers, where the possibly different QoS attributes required can be guaranteed. Thus the different flows are separated logically.

For simulating radio channel conditions bit-error patterns are used, that were captured in different real or emulated mobile radio channels. The bit-error patterns are captured above the physical layer and below the RLC/RLP layer, such that in practice they act as the physical layer simulation. It is assumed, that the statistical parameters (e.g. average residual BER and burstiness) of the bit-error pattern are similar for the whole transmission. The available bit-error patterns determine the bitrates and SDU error ratios that can be simulated.

Table 2 lists the bit-error patterns to be used in the experiments. These bit-error files are attached to the current document. Pattern 1 and 2 is mostly suited to be used in video streaming applications, where RLP/RLC layer re-transmissions can correct many of the frame losses. Patterns 3 to 6 are meant to simulate a more reliable, lower error-rate bearer, that is required in video conversational applications. The physical layer simulation used 16 bit Layer 1 CRC, but the bits corresponding to the CRC are not present in the error pattern files.

	No.
	File name
	Bitrate
	Length
	BER
	RLC PDU size
	Mobile Speed

	1
	18681.3
	64 kbps
	60 s
	9.3e-3
	640 bits
	3 km/h

	2
	18681.4
	64 kbps
	60 s
	2.9e-3
	640 bits
	3 km/h

	3
	Wcdma_64kb_3kph_5e-04.bin
	64 kbps
	180 s
	5.1e-4
	640 bits
	3 km/h

	4
	Wcdma_64kb_50kph_2e-04.bin
	64 kbps
	180 s
	1.7e-4
	640 bits
	50km/h

	5
	Wcdma_128kb_3kph_5e-04.bin
	128 kbps
	180 s
	5.0e-4
	640 bits
	3 km/h

	6
	Wcdma_128kb_50kph_2e-04.bin
	128 kbps
	180 s
	2.0e-4
	640 bits
	50km/h


Table 2: Bit error patterns

The starting positions for the 10 different runs of simulation are specified for each bit-error file in Table 3. The starting positions were determined randomly. The bit-error patterns are to be wrapped around (start reading from the beginning) when the end of file is reached. Fixing the starting positions for all experimenters gives directly comparable results for each run of the simulation. 

	No.
	Simulation starting positions (in bytes)

	1
	227200, 259840, 128000, 348800, 81920, 79360, 392320, 56960, 440960, 458880

	2
	227200, 259840, 128000, 348800, 81920, 79360, 392320, 56960, 440960, 458880

	3
	551040, 251840, 613120, 609920, 616000, 57600, 1313120, 1248640, 273920, 1366400

	4
	551040, 251840, 613120, 609920, 616000, 57600, 1313120, 1248640, 273920, 1366400

	5
	1143200, 410240, 2480000, 561920, 2135840, 1954560, 283520, 730880, 698720, 154368

	6
	1143200, 410240, 2480000, 561920, 2135840, 1954560, 283520, 730880, 698720, 154368


Table 3: Simulation starting positions for the different bit-error patterns

In case of more extensive simulations, more starting positions in the bit error pattern files can be used. However, only multiples of the radio frame size should be selected.
The simulator overhead can be separated into payload independent and payload dependent parts:

· The RLP/RLC overhead includes RLC/RLP headers and optional L2 re-transmission overhead, and it is independent of the video stream used so it can be calculated for each bit-error pattern and starting position in advance. For calculating the L2 re-transmission overhead a round-trip delay has to be assumed by the algorithm. A table including these overhead values will be provided as soon as the simulator software is available.

· The compressed header + PDCP/PPP header overhead depends on the video packet sizes used. It has to be calculated for each video stream separately, so it is up to the experimenter.

Anchors

The anchor results represent the comparison point for new proposals. The combination of application environment (streaming or conversational), sequences, bit-error patterns and simulator parameters for which anchor results are available are shown in Table 3.

	Anchor No.
	Sequence
	Application 
(type of input bitstream)
	Bit-error pattern
	RLP/RLC re-transmission*

	1
	Hall Monitor
	Conversational
	3.
	No

	2
	Hall Monitor
	Conversational
	4.
	No

	3
	Coastguard
	Streaming
	1.
	Yes

	4
	Coastguard
	Streaming
	2.
	Yes

	5
	Foreman
	Conversational
	3.
	No

	6
	Foreman
	Conversational
	4.
	No

	7
	Foreman
	Streaming
	1.
	Yes

	8
	Foreman
	Streaming
	2.
	Yes

	9
	Glasgow
	Streaming
	1.
	Yes

	10
	Glasgow
	Streaming
	2.
	Yes

	11
	Paris
	Conversational
	5.
	No

	12
	Paris
	Conversational
	6.
	No


Table 3: Test case combinations used in anchor results

*: The maximum allowed simulator delay is yet to be determined.

It is recommended and required for fair evaluation, that with new proposals results are presented for the same combinations! In streaming applications RLC re-transmissions are assumed to be always used, but for anchors of streaming type, results without RLC re-transmissions can be presented by proposals for comparison, in which case the RLC re-transmission overhead is not to be accounted for when setting the video stream bitrate.

Anchor bit-streams will be provided and their availability will be announced on the itu-adv-video reflector.

Though the inclusion of B pictures will be beneficial for streaming applications, in the anchor sequences only I and P pictures are to be used. With the development of more mature B-picture concept in the test model the anchors can be updated as necessary.
Quality measurement

Objective quality measurement is done using PSNR. The PSNR is calculated between each and every frame of the encoded sequence (at frame rate as specified in Table 1), and the corresponding reconstructed frame. The PSNR of every frame is averaged over the sequence. This implies that more than one PSNR value might be calculated for a single reconstructed frame (against different source frames) in a scenario where one or more coded source frames are lost, or frames were skipped during encoding in video conversational applications, where the target frame rate is not matched exactly. In addition to average PSNR values sufficient information about skipped and lost frames if applicable are required. 

The PSNR of the decoded video is calculated for at least 10 runs and the average PSNR plus the best and worst cases of the first 10 runs are shown. This method is used to show the variation of the PSNR depending on the position of the losses.

Additionally, subjective quality assertion by JVT experts, based on provided D1-tapes or other appropriate media, forms an important part of the quality assessment process for the evaluation of new techniques.
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