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Summary

The following set of common conditions was agreed on for the low-latency H.323/Internet communication case during the Monterey meeting, and revised several times by Q.15.  It was updated in Q.6’s Santa Barbara meeting to reflect the new working environment, in particular the use of H.26L and the lack of a packetization header specification.  The networking environment for systems of this category can be summarized as follows: IP/UDP/RTP environment for video transport, need for low latency, possibly multicast transport characteristics, and substantial packet loss rates.  
In addition to mandating the network simulation software, as introduced in Q15-I-09, several error patterns, bit-rates, frame-rates, and sequences are mandated.  Proponents of new video coding schemes applicable for H.323/Internet communication are to present both subjective and objective results for all the permutations presented below.

Simulation software

Network simulation software corresponding to the below specification is available in document Q15-I-09.  This software package consists of the following modules:

· Packet loss simulator,

· Code for RFC2429 packetization, (not to be used for H.26L tests) 
· Code for RFC2429 de-packetization (not to be used for H.26L tests).

Instead of the RFC2429 packetizers/de-packetizers (which are unsuitable for H.26L), the proponents are expected to produce an RTP packet stream directly when used with the appropriate NAL.

The packet loss simulator accepts an input file with NAL packets and an error pattern file.  It then applies packet losses according to the contents of the error pattern file and writes an output file with the resulting NAL packets.  This packet stream can be fed directly into the decoder.

Since these common conditions cover multicast communication, and to minimize the simulation and testing effort, only uni-directional mechanisms without any feedback are allowed.  For the same reason video is to be coded assuming a fixed average error rate, that is indicated by the file name of the error pattern file.  Later versions of these common conditions might allow the use of updated error information by simulating RTCP receiver reports, or the use of video or protocol oriented feedback mechanisms, such as ARQ, or feedback based reference picture selection.

Sequences

For all sequences below, 4000 coded frames shall be used to avoid the influence of distribution errors in the error patterns (see below).  For smaller sequences, those sequences shall be looped.  It is up to the proponent to ensure that the large content changes resulting from the difference between the last and the first frame of a sequence is coded efficiently.  It is acceptable to code all pictures of a sequence once, and concatenate the resulting packet stream in order to fulfill the 4000 picture requirement.
All sequences shall be coded with a fixed frame-rate and bitrate as indicated below.  Note that the bitrates are chosen conservatively.  The quality measurement scheme (described below) will add some penalty for frames that got lost during transmission.  The transmission of the first frame is subject to the same transmission errors as any other frame.  Since the H.26L test model and software currently does not contain a rate control algorithm, proponents are expected to use the numerically lowest constant quantizer for the whole sequence that stays within the bit rate constraints.  In other words, all macroblocks of the whole sequence shall use the same QP.  Furthermore, there is no need to take provision for rate control algorithms that occasionally drop individual pictures, and hence it is forbidden to skip pictures beyond those skipped with the intention to achieve the requested frame rate.  Since this common conditions cover the low latency application space, B pictures shall not be used.
The bit-rates given in the table below includes the overhead of IP/UDP/RTP headers of a cumulative 40 bytes per packet.  This has to be taken into account when choosing the QP, the slice size, and the data partitioning for the video coding.  In particular will a higher number of packets per picture lead to higher overhead and thus to a lower available bitrate for video bits.  The overhead per packet results out of the size of the IP/UDP/RTP headers and is 40 bytes.  To ensure low latency communication it is not allowed to code more than one picture in a single packet.
	Sequence
	Size
	Frame Rate
	Channel Bitrate

	Hall Monitor
	QCIF
	10 fps
	32 kbit/s

	Foreman
	QCIF
	7.5 fps
	64 kbit/s

	Foreman
	QCIF
	7.5 fps
	144 kbit/s

	Paris
	CIF
	15 fps
	144 kbit/s

	Paris
	CIF
	15 fps
	384 kbit/s

	Irene
	CIF
	30 fps
	384 kbit/s


Error rates and error patterns

Error patterns are available in Q15-I-16r1.  For all sequences, the error free case and 3%, 5%, 10%, and 20% average packet loss rate has to be tested, using the respective error pattern files.  Please note, that the 5% packet loss rate pattern in Q15-I-16r1 is different than the one proposed in the initial revision of Q15-I-16, in which a large error burst at the end of the error pattern sequence could be observed.  Details about the generation, file format, and usage of the error patterns are also available in Q15-I-16r1.

Anchors

Anchor bit-streams will be provided and their availability will be announced on the itu-adv-video reflector.  Details about their generation are provided in the current release of TML.
Quality measurement

Objective quality measurement is performed similarly to the current common conditions for mobile, as defined in Q15-I-60.  For convenience they are reproduced below.

Quality measurement

Objective quality measurement is performed by calculating the PSNR.  Additionally, subjective quality assertion by Q.6 experts, based on provided D1-tapes or other appropriate media, forms an important part of the quality assessment process for the evaluation of new techniques.  

The average PSNR is calculated between each and every frame of the source sequence (at full frame rate), and the corresponding reconstructed frame.  This implies that more than one PSNR value might be calculated for a single reconstructed frame (against different source frames) in a scenario where one or more coded source frames is lost, or complete frames were skipped due to target frame rates lower than the full frame rate.  In addition to average PSNR values over the whole sequence, plots for the PSNR against time for coded frames 200 – 500 and sufficient information about skipped and lost frames if applicable are required. 
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