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1. Introduction

In VCEG-N16 [1], we proposed a motion vector coding technique, where global motion parameters are used for motion vector interpolation. The technique is proposed as a general-purpose video coding technique for low-bit-rate video coding. During the Santa Barbara meeting, the expert group decided to set up a Core Experiment to verify the proposed coding technique. This document is to provide a description of the core experiment.

2. Motion Vector Coding with Global Motion Parameters

2.1 Bit stream syntax

The proposed video coding syntax is illustrated in Figure 1. For each P frame, a GMVC_flag symbol is added right after the picture header to signal if GMVC (Global Motion Vector Coding) is on or off for the current slice. The codeword number for GMVC_flag is listed in Table 1. If GMVC is off, then all following bit stream will be exactly same as that of TML [2]; comparing to the original TML syntax, only 1 extra bit per inter frame is needed for the GMVC_flag. If GMVC is on, the global motion vectors (GMV’s) are to be coded after the GMVC_flag; then, for each image MB, if the MB mode is determined to be one of the GMVC modes, motion vector coding can be simply skipped; the motion vector values for all 4×4 image blocks in that specific MB can be derived from GMV’s through a bilinear interpolation. Table 2 lists the codeword numbers of the MB modes for both GMVC statuses.
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Figure 1. Bit stream syntax of the proposed video coding method:

(1) picture-level syntax; and (2) MB-level syntax.

Table 1. Codeword number of GMVC_flag
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Table 2. Codeword number of MB modes
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2.2 Motion vector calculation

Assume the image frame size is H×V. Figure 2 illustrates the motion vectors used for bilinear motion vector interpolation, where v00, vH0, v0V, and vHV represent the motion vectors of four 4×4 image blocks at the four corners of the frame, (0,0), (H-4, 0), (0, V-4), and (H-4, V-4), respectively. The motion vector of an image block with its upper-left pixel at (x, y) can be derived as
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where r0, rx, ry, and rxy are defined as the following
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Figure 2. Motion vectors used for bilinear motion vector interpolation.

The resolution of the motion vectors can vary. For example, for the future TML baseline profile, we have chosen to represent the motion vectors in ¼ pixels. A motion vector value of 1 means ¼ pixel, motion vector of 4 means 1 pixel. To prevent mismatch during encoding/decoding, the output of Eq.(1) is always rounded to the nearest integer or rounds up when the fraction is exactly ½. For easy implementation, Eq.(1) can be viewed as
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If for a certain image frame, the GMVC is set to “on”, the horizontal and vertical components of r0, rx, ry, and rxy are coded right after GMVC_flag, as illustrated in Figure 1. The codebook for the GMV’s is chosen to be same as the codebook for MVD. The motion vectors for all 4×4 blocks of each MB in a GMVC mode can be then derived based on Eq. (2). 

From complexity point of view, the division in Eq.(2) will need some extra attention. Since the denominator (H-4)(V-4) is a constant once the frame size is determined, the division can be easily replaced by a multiplication and then a shift. Therefore, the computation requirement on the decoder side is minor. Another option to remove the division is to redefine Eq. (2) and replace (H-4) and (V-4) with virtual frame resolution, e.g., 2h and 2v, so that multiplications and divisions can be replaced by shifting operations. The virtual frame resolution, or values of h and v, can be determined by the true frame resolution.

As shown in Table 2, we have defined two GMVC modes for the macroblock. 

The first is the GMVC_COPY mode. This is very similar to the “skip” or “copy” mode used in current video coding standards. The traditional “copy” mode indicates a macroblock is a direct “copy” of the macroblock at the same location in the previous reference frame. The only difference in “GMVC_COPY” is that the “copy” of each motion compensated block in the GMVC_COPY mode will follow the motion vectors derived by Eq. (1). Like in the “copy” mode, there is no residual coding in the GMVC_COPY mode. There is no conventional “copy” mode once the GMVC_flag is “on” for a certain frame. 

The second GMVC mode is GMVC_16 mode. If a macroblock is determined to be GMVC_16 mode, then only the transform coefficients of the motion compensated residual are coded into the bitstream, not its motion vector. The motion vector of each 4x4 block in that macroblock is derived from Eq. (1).

Comparing to the current TML syntax, the “copy” mode is replaced by the “GMVC_COPY” mode in a GMVC frame; a new mode “GMVC_16” is added to the GMVC frame. For all the non-GMVC modes in the GMVC frame, motion vectors are coded explicitly into the bitstream.

2.3 Coding of COPY or GMVC_COPY mode

It is not necessary to code the “COPY” or “GMVC_COPY” mode block by block. As indicated in the latest TML document, run-length coding can be applied to “COPY” to raise the coding efficiency; therefore, it is straightforward to apply the run-length coding to “GMVC_COPY” as well. The run-length coding of “GMVC_COPY” is to be implemented for the Core Experiments.

2.4 Global motion vector search

A simple global motion vector (GMV) search method is suggested for the Core Experiment. 

2.4.1 Global motion model

We will apply an efficient global motion model in our CE. The model can be illustrated using Figure 2. Given the global motion vectors (4 motion vectors at 4 frame corners), a motion vector field can be easily derived based on a bilinear interpolation shown in Eq. (2). Therefore, it is more efficient to directly solve the 4 global motion vectors, instead of going through any global transform matrices and parameters. 

2.4.2 Global motion search

In order to release the computational burden for global motion estimation, we will use sub regions of the temporally consecutive image frames for comparison. 

Figure 3 illustrates an image frame with width of H and height of V. A setup of N selected image MBs is shown in Figure 3 with the image blocks labeled clockwise from 0 to (N-1). The distances between the image block and the frame boundaries are set to 16 pixels. 
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Figure 3. Illustration of an image frame and image blocks used 

for global motion estimation.

Figure 4 shows a general flow chart for global motion estimation through a video scene. The process starts with an initialization of the global motion vectors in the first P frame after an I frame. After the first P frame, the global motion vectors are initialized based on the results in the previous P frame. The v00 is set to the final values in the previous frame and other GMV’s are set to 0. The previous I or P frame is used as the reference frame during global motion estimation.
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Figure 4. Flow chart of global motion estimation through a video scene.

The global motion estimation starts with a coarse estimation of the translation motion vector v00, within a search window centered at the initial v00. In the CE, the search range is +/-16 in both horizontal and vertical directions; pixel positions are 2-by-2 subsampled when the SAD between image blocks (MB’s) is calculated; the motion vector resolution at this stage is 1 integer pixel.    

Then the global motion vectors, including v00, can be finalized using a downhill simplex method, which will lead into an iterative convergence of the vectors. The final result should give at least a local optimal match between the current and the reference frames. 

For a certain search step size s, each of the 8 motion-vector components vixx is tested at new values of vixx+s and vixx-s, respectively. The vixx value will be updated to a new position if a smaller error can be obtained. If none of the 8 vector components is changed with the search step size, the search step size is reduced by half to a smaller value. The process iterates until GMV’s converge at the finest resolution required for the motion vector field.

In this CE, the motion vector search step size iteratively decreases from 2 pixel to 1 pixel, ½ pixel, and finally ¼ pixel. Eq. (2) is used to derive the motion vector field when the SAD of each image block is calculated. To ease the computation burden, pixel positions are 2-by-2 subsampled when the SAD between image blocks (MB’s) is calculated. As done in TML, the reference frame has been extended to ¼-pixel resolution before hand.

2.4.3 Truncated SAD (TSAD)

A difficulty in global motion estimation is the existence of independently moving objects that introduce bias to the estimated motion parameters. A data truncation method is applied to remove the bias caused by the foreground moving objects, which are also called outliers. The resulted global motion vectors are therefore more accurate.

The measurement, TSAD, is defined in this CE as the error criterion for the image comparison. Figure 5 shows the flow chart for deriving TSAD in each image comparison.
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Figure 5. Flow chart for deriving TSAD.

First, the SAD (Sum of Absolute Difference) for each image block is calculated between the current frame and the reference frame (with 2-by-2 subsampling). If the projection of a block from the current frame to the reference frame, usually the previous frame, based on the motion parameters is not totally within the image frame, a NULL value will be assigned as the SAD value and it will not be considered during the following step. In the second step, the mean of the SAD values of all the selected image blocks, MSAD, is calculated with the NULL values discarded. Then, a truncation threshold is derived as the following based on the MSAD.

T = 2 ( MSAD                                                                                         (3)

The TSAD is then defined as the truncated mean of the SAD values, which means that only the image blocks with SAD value less than the threshold T are considered.

2.4.4 Setting GMVC option

The GMVC option will be turned off if the global motion vectors are all 0 for the current frame.

The GMVC option will also be turned off when the TSAD value of the current frame is much larger than that of the previous P frame, i.e.  

TSADf > 2 ( TSADf-1 + 512                                                               (4)

2.4.5 Mode selection

The MB mode selection could be similar to the current TML approach. When GMVC is on, a term of 8 ( QP0(QP) is subtracted from SATD to favor the GMVC mode. 

SATDGMVC = SATD – 8 ( QP0(QP)                                                   (5)

The value is compared against the best mode selected by TML. The mode with the minimum value is chosen for the each MB.

3. Core Experiments Plan

3.1 P frame coding

The coding efficiency experiments are to be conducted mainly following the “Simulation Conditions” specified in VCEG-M75 [3]. The proposed motion vector coding method will be integrated into the latest TML software to compare against the TML performance. The 300-frame CIF-format “coast-guard” sequence is added to the testing set to demonstrate the advantage of the proposed GMVC technique. The motion search range parameter is set to 16.

The subjective evaluation will also follow the “Simulation Conditions.” The “coast-guard” sequence is added to the testing set to show the visual quality improvement with the proposed coding method. 

3.2 B frame coding

Even though B frame syntax has not been changed, experiments will be conducted to analyze the impact of the changing P frame syntax on B frame coding. The sequences, frame rate, QP values will follow the same conditions specified in Section 3.1. 

3.2 Complexity Analysis

The complexity of the proposed coding technique will be reported.
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