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1. Introduction

The purpose of this contribution is to propose syntax changes to H.26L TML-8 [1] to adequately communicate the handling of interlaced video from the encoder to the decoder.  We intend that our proposal combine the spirits of H.263 Annexes W and U [2] [3] and MPEG-2 [4] in the handling of interlaced video.  But we also propose an experiment to evaluate the benefit of going even further towards the MPEG-2 methods.
Interlaced field scanning was introduced originally as an analog video compression technique.  Although progressive picture scanning is generally regarded as superior for digital compression and display, the use of interlaced field scanning has persisted in many camera and display designs.  In particular, except for movies nearly all entertainment video delivered to home televisions originates in interlaced form.  The MPEG-2 standard has been used effectively now for several years to deliver this interlaced video over satellite, cable, and fiber.  However, we are now receiving requirements to deliver that material at bit rates less than 2 Mbits/sec and are finding that MPEG-2 cannot deliver sufficient video quality at those rates.  Since the video compression in H.26L seems likely to be able to provide ample quality at those rates, it is important to make sure that H.26L has adequate syntax to support the interlace needs for video.

Table 1.  Comparison of H.26L and MPEG-2 for four interlaced HHR sequences

Sequence
Codec
Quant I, P, B
Rate (Mbits/sec)
Luma SNR (db)

Trailblazers basketball

(300 frames)
TML-8 one Ipic
17, 19, 20
1.6
32.35


TML-8 VBR, M=3, N=30





MPEG-2 VBR
8, 8, 8
3.2
32.40



12, 12, 12
2.2
30.44



16, 16, 16
1.7
28.15

Flower Garden

(150 frames)
TML-8 one Ipic
20, 21, 22
1.6
28.50


TML-8 VBR, M=3, N=30
20, 21, 22
1.8
28.81


MPEG-2 VBR
8, 8, 8
3.8
29.89



12, 12, 12
2.5
27.46



16, 16, 16
1.8
25.85

Mobile & Calendar

(150 frames)
TML-8 one Ipic
17, 19, 20
1.8
30.24


TML-8 VBR, M=3, N=30
20, 21, 22
1.6
28.96


MPEG-2 VBR
8, 8, 8
4.0
28.84



12, 12, 12
2.6
26.99



16, 16, 16
1.9
25.65

Cheerleaders

(150 frames)
TML-8 one Ipic
20, 21, 22
2.5
29.33


TML-8 VBR, M=3, N=30
20, 21, 22
2.7
29.59
2. 

MPEG-2 VBR
8, 8, 8
5.2
31.27



12, 12, 12
3.6
28.98



16, 16, 16
2.7
27.42

In a preliminary evaluation of compressing interlaced video in H.26L TML-8, we simply presented HHR interlaced video (352x480) to the TML-8 codec as a sequence of 352x240 pictures without telling it that the pictures were fields.  After the TML-8 decode we then used a post-program to re-assemble the fields back into interlaced frames.   For comparison, MPEG-2 compressions were performed with constant quantizations (to avoid rate control) with GOP M=3, N=15 by a software encoder we developed at Tektronix, which has excellent hierarchical motion estimation.  Table 1 lists the SNR values for four sequences.  The TML-8 compressions consistently gave SNR values comparable to the MPEG-2 compressions at twice the bit rate.  These preliminary results show that H.26L will be a serious contender for compressing interlaced video provided that it includes adequate syntax for interlace.

Table 2.  Comparison of H.26L field and frame coding for four interlaced HHR sequences

Sequence
Codec
Quant I, P, B
Rate (Mbits/sec)
Luma SNR (db)

Trailblazers basketball

(300 frames)
TML-8 field-coded
17, 19, 20
1.6
32.35


TML-8 frame-coded
17, 19, 20
2.9
31.64

Flower Garden

(150 frames)
TML-8 field-coded
20, 21, 22
1.6
28.50


TML-8 frame-coded
20, 21, 22
1.8
28.72

Mobile & Calendar

(150 frames)
TML-8 field-coded
17, 19, 20
1.8
30.24


TML-8 frame-coded
17, 19, 20
1.6
30.71

Cheerleaders

(150 frames)
TML-8 field-coded
20, 21, 22
2.5
29.33


TML-8 frame-coded
20, 21, 22
3.2
29.68

3. In a second experiment, we compared the same TML-8 field-coded sequences (with one Ipic only) to the TML-8 coding of the same sequences as a succession of HHR frame pictures with no knowledge of interlace (again with one Ipic only).  The results in Table 2 show that for three of the sequences the field coding is definitely superior.  However, for the Mobile & Calendar sequence the frame coding showed a definite advantage over the field coding.  Based on this limited evidence, we feel that we should provide syntax in H.26L that allows the encoder to mix the coding of field and frame pictures for interlaced video.  This would be especially important for efficiently handling the use of 3:2 pulldown for presenting movies on interlaced displays.

4. Proposed Syntax Changes at the Picture Level

At the picture level we propose inserting after the Picture Type (Ptype) element a new syntax element called Picture Structure (Pstruct), which can take the following values:

Code_number=0:  Progressive Picture (the display is not interlaced);

Code_number=1:  Top Field Picture;

Code_number=2:  Bottom Field Picture;

Code_number=3:  Interlaced Frame Picture, Top Field is sent first to the interlaced display;

Code_number=4:  Interlaced Frame Picture, Bottom Field is sent first to the interlaced display;

Code_number=5:  Progressive Frame Picture presented in 3 field times, Top Field is first, then Bottom Field, then Top Field is repeated to the display;

Code_number=6:  Progressive Frame Picture presented in 3 field times, Bottom Field is first, then Top Field, then Bottom Field is repeated to the display.

Whenever Pstruct > 0, it indicates that the current picture was not actually scanned as a progressive-scan frame picture.  It indicates that the current coded picture contains only half of the lines of the full resolution frame picture.  It is illegal to mix pictures with Pstruct = 0 together with pictures with Pstruct > 0 in the same sequence.

In the case of interlaced field coding, we propose that each increment of the temporal reference (TR) continue to denote the time between the sampling of two complete frames and that a top field and a bottom field from the same frame have the same temporal reference number.  Also when Pstruct > 0, there must either be a frame or exactly one top field and one bottom field for each temporal reference number and no temporal reference numbers may be skipped.  In this scheme, the encoder communicates the repeat fields of 3:2 pulldown by use of Code_numbers 5 or 6 at a given temporal reference number (or in field-coding by explicitly coding repeated fields).  In the case of Code_numbers 5 and 6 the time between temporal reference numbers is 3/2 of the time between temporal reference numbers coded with Code_numbers 1 to 4.

An interlaced frame contains two fields, top and bottom, which are interleaved.  The top field consists of the first (i.e., top), third, fifth, etc. lines of the complete picture.  The bottom field consists of the second, fourth, sixth, etc. lines of the complete picture.  A Top Field Picture (Code_number=1) consists of only the top field lines of a total frame.  A Bottom Field Picture consists of only the bottom field lines of a picture. When sending interlaced field indications (Code_numbers 1 or 2), an encoder shall use a picture size (custom picture size, if necessary) such that the picture dimensions correspond to those of a single field.

As in Annex W of H.263 [2], the vertical sampling positions of the chrominance samples in interlaced field coding of a top field picture are specified as shifted up by 1/4 luminance sample height relative to the field-sampling grid in order for these samples to align vertically to the usual position relative to the full-picture sampling grid.  The vertical sampling positions of the chrominance samples in interlaced field coding of a bottom field picture are specified as shifted down by 1/4 luminance sample height relative to the field-sampling grid in order for these samples to align vertically to the usual position relative to the full-picture sampling grid.  The horizontal sampling positions of the chrominance samples are specified as unaffected by the application of interlaced field coding.  The vertical sampling positions are shown with their corresponding temporal sampling positions in Figure W.2/H.263 below.
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FIGURE W.2/H.263.  Vertical and Temporal Alignment of Chrominance Samples for Interlaced Field Coding

Whenever Pstruct = 1 or 2, there should be additional restrictions on Pstruct, namely that if either of the fields for a temporal reference number is a B-picture, then the other field must also be a B-picture.  Also if the first field for a temporal reference number is a P-picture, then the second field must also be a P-picture.

Also there should be a restriction added for multiple reference frames, i.e. when Ptype = 1 or 4, that prohibits reference to any picture temporally previous to the most recently decoded Intra picture.  This is needed to make cut editing possible in entertainment video.

5. Proposed Syntax Changes at the Macroblock Level

At the macroblock level for B pictures the syntax element in [1, section 4.4] Reference Frame (Ref_frame) should be renamed Forward Reference Picture (Fwd_ref_pic).

Whenever Ptype is not 2 (i.e. not an intra picture), and Pstruct indicates a field picture, and the reference picture indicated is an interlaced frame, and MB_Type indicates Forward or Bi-directional prediction, an additional syntax element, Forward Reference Field (Fwd_ref_field), should be inserted with the following possible values:

Code_number=0: if Pstruct indicates a top field picture, then forward reference is the decoded top field of the indicated reference frame; if Pstruct indicates a bottom field picture, then forward reference is the decoded bottom field of the indicated reference frame;

Code_number=1: if Pstruct indicates a top field picture, then forward reference is the decoded bottom field of the indicated reference frame; if Pstruct indicates a bottom field picture, then forward reference is the decoded top field of the indicated reference frame.
Whenever Ptype = 3 or 4 (i.e. a B-picture), and Pstruct indicates a field picture, and MB_Type indicates Backward or Bi-directional prediction, an additional syntax element, Backward Reference Field (Bak_ref_field), should be inserted with the following possible values:

Code_number=0: if Pstruct indicates a top field picture, then backward reference is the decoded subsequent top field either as part of a frame or decoded as a separate field; if Pstruct indicates a bottom field picture, then backward reference is the decoded subsequent bottom field either as part of a frame or decoded as a separate field;

Code_number=1: if Pstruct indicates a top field picture, then backward reference is the decoded subsequent bottom field either as part of a frame or decoded as a separate field; if Pstruct indicates a bottom field picture, then backward reference is the decoded subsequent top field either as part of a frame or decoded as a separate field.

6. This syntax is similar to that in Annex U of H.263 [3], Section U.3.3.3.  Note that it is an error to specify the second subsequent picture if a second one does not exist (which might be the case in 3:2 pulldown).

7. Proposed Experimental Work on Adaptive Field/Frame Macroblock Coding

For interlaced frames in MPEG-2 [4], the encoder is allowed to choose for each macroblock whether it is motion-predicted as a single frame or whether the macroblock is to be separated into two fields and each motion-predicted as separate fields.  A similar selection may be made for doing the DCT on a field or frame basis.  We propose to experiment before the next meeting with such capabilities for H.26L and bring results showing whether they should be included.

8. Patent Statement

The contributor is not aware of any issued, pending, or planned patents associated with the technical content of this proposal.  However, since the field/frame coding here is adapted from MPEG-2 [4], this method may inherit some of the intellectual propery issues that appy to MPEG-2.
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