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Summary

This document shows selected results applying H.26L TML8.4 for common conditions for H.323/Internet case [2]. It serves to compare different data partitioning schemes, different entropy coding schemes and different transmission packet lengths. To obtain improved results the encoder was modified to perform well selected intra updates. Different intra macroblock update mechanisms in RTP/IP error-prone systems are investigated. The RTP/IP signaling framework proposed in [3] was not yet applied but the results are meaningful as the size of the payload will change insignificantly. Additionally, data partitioning was only carried out according to the proposal in VCEG-N52 [3], i.e. 3 partitions are generated and compared to no partitioning.

Simulation Conditions

We will briefly describe the simulation conditions used in this contribution. The common conditions [2] in are slightly changed to obtain reasonable results. Only a subset of the tests are performed. We will discuss the reasonable changes in the following. Additionally we will present an adapted macroblock mode selection method.

Common Conditions


Tests for proposed error patterns and video sequences have been carried out. The experiments carried out are summarized in Table 1. Further experiments will be subject of further study. The simulator software proposed in [2]. Any lost RTP packets are ignored and an appropriate error indication is passed to the error tolerant TML8.4 software decoder. The bitrate was kept below the target bitrate by applying only one quantizer which is kept constant for the entire sequence including the first frame. As the frame rate is constant and no frames are skipped we compute the PSNR for all coded frames. This is in contrast to the common conditions. The video sequence is encoded once and several decoding attempts are run. The starting position in the error sequence for each run was always one more than the ending position of the previous run. To convey the slice/picture header information  (Partition Number, Format, Picture Type, QP, Partition Mode, First MB, MV resolution) 4 bytes overhead per video packet have been assumed. For partition headers (Partition Number, First MB) 2 bytes overhead have been assumed. An appropriate adjustment according to the proposed signaling in VCEG-N52 [3] is easily possible without changing the results significantly.

	Experiment
	Video Sequence
	Size
	Frame Rate
	Channel Bitrate
	Error Sequence

	1
	Hall Monitor
	QCIF
	10 fps
	32 kbit/s
	3

	2
	Hall Monitor
	QCIF
	10 fps
	32 kbit/s
	5

	3
	Hall Monitor
	QCIF
	10 fps
	32 kbit/s
	10

	4
	Hall Monitor
	QCIF
	10 fps
	32 kbit/s
	20

	5
	Foreman
	QCIF
	7.5 fps
	64 kbit/s
	3

	6
	Foreman
	QCIF
	7.5 fps
	64 kbit/s
	5

	7
	Foreman
	QCIF
	7.5 fps
	64 kbit/s
	10

	8
	Foreman
	QCIF
	7.5 fps
	64 kbit/s
	20

	9
	Paris
	CIF
	15 fps
	144 kbit/s
	3

	10
	Paris
	CIF
	15 fps
	144 kbit/s
	5

	11
	Paris
	CIF
	15 fps
	144 kbit/s
	10

	12
	Paris
	CIF
	15 fps
	144 kbit/s
	20


Table 1 Experiments carried out for Internet case

As the TML8.4 decoder lacks an appropriate error concealment especially for intra frame we assume for the tests that the first I-frame is coded with the identical QP and the residual sequence, but the transmission is assumed to be error-free. This avoids the transmission of “green” blocks. 

Macroblock Mode Selection

The regular intra update results have been obtained using TML8.4. However, as it is of advantage to use more frequent intra macroblocks with increasing error rate especially in areas with higher motion a strategy for intra macroblock update has been investigated.  Therefore, in addition to this regular intra MB update in TML8.4 a macroblock mode selection based on the expected mean square error distortion was implemented. This allows for well selected intra macroblock updates. The decoder distortion is estimated by running in complete N decoders in the encoder in parallel which simulate the statistics of the channel. The statistical process of loosing a slice is assumed to be independent for each of the N decoders. The slice loss process for each decoder is also assumed to be iid, and a certain slice loss probability p is assumed to be known at the encoder. Obviously for large N the decoder gets a very good estimate of the average decoder distortion. However, with increasing N a linear increase of storage and decoder complexity in the encoder is obvious. Therefore, this method might not be practical in real-time encoding processes. Complexity and memory efficient algorithms are currently under investigation.

We will present the encoder configuration in more detail. The set of possible macroblock types is defined as 
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with Dm the distortion in the current macroblock when selecting macroblock mode m and Rm the corresponding rate, i.e. the number of bits. The distortion Dm is computed as
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with fi  the original pixel value at position i within the macroblock and 
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 the reconstructed pixel value at position i for coding macroblock mode m in the simulated decoder n. The decoder is the TML8.4 decoder, i.e. the simple error concealment which copies  macroblocks from the previous frames is used. Similarly to the rate control in TML8.4 the ( parameter depends on the quantization parameter q as follows
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The rate control is done according to the test conditions, i.e. one quantization parameter is used for the entire sequence such that the overall rate constraint is fulfilled. For more sophisticated rate control algorithms a frame-wise or even macroblock-wise adaptation of ( and q is of advantageous. 

Results

Reported Parameters

All results are shown in the attached excel-File VCEG-N50.xls.  Detailed simulation results are available if demanded. Due to the huge amount of data only the following parameters are reported:

· Video Seq: specifies the video sequence. foreman, hall are QCIF sequences, paris is a CIF sequence.

· Framerate: specifies the framerate of the coded video sequence in Hz

· MB Selection: specifies the macroblock selection mode, especially how the intra updates are chosen. Regular is according to the intra update implemented in TML8.4. In each coded frame we chose that one line of macroblocks are intra updated. The update is periodically. Optimized macroblock selection is according to the description in the previous section. Each of the N decoders are assumed to operate on channels with statistically independent AL3-SDU losses with probability p. The parameters tuple (p, N) is given in the results.

· Error seq: specifies the applied error sequence 3, 5, 10, 20 with corresponding packet loss rates in %.

· Entr. Code specifies the selected entropy coding mode UVLC or CABAC.

· DP specifies the Data Partitioning Mode with 1 or 3 partitions. This according to the proposal in VCEG-N52 [3]
· QP specifies the selected quantization parameter to meet the rate constraint.

· Total Bitrate specifes the resulting total bit rate including IP/RTP and video header data in kbit/s.

· Video Bitrate specifies the resulting video bitrate including the slice and partition header in kbit/s.

· MBs/Slice specifies the number of macroblock in one slice. We chose only multiple of macroblock lines.

· Runs specifies the number of runs. Several different starting position in the error files have been selected. 

· AvPSNR-Y shows the average PSNR of the luminance over all runs. Note that only the coded frames have been used for the computation of the PSNR.

· Max PSNR-Y shows the difference of the maximum PSNR of all runs to the average PSNR.

· Min PSNR-Y shows the difference of the minimum PSNR  of all runs to the average PSNR.

For comparison of different aspects the data can be sorted in the document. We will provide the conclusions when comparing different schemes. Not all combinations have been run. The optimized intra mode selection was only done for a limited set of experiments due to the intensive encoding complexity.

Simulation Results

Table 2VCEG-N50.xls

. However, The entire results are shown in  only shows the best results with respect to the average PSNR by selecting the best combination of entropy coding, macroblocks per slice and data partitioning schemes. Table 2 shows results for experiments 1-12 according to Table 1. Note that the results give some reasonable indication about the performance of different modes. However, experiments with more statistical preciseness will be necessary for real judgements. In this section we will present the best results in terms of average PSNR with respect to entropy coding, macroblocks per slice and data partitioning schemes and discuss the results.

We will first discuss the case with regular intra updates. For all cases we used 3 RTP packets per frame. For partitioning the 3 partitions are transmitted separately whereas for DP1 the frame was split into 3 regular sized slices. The results are straightforward. For all experiments the PSNR for CABAC and UVLC are almost the same but the bit rate savings for CABAC are between 2-5%. DP1 outperforms data partitioning for all cases as the loss of the header partition results in an entire frame loss. As not the entire error sequence file is used error sequence 3 performs worse than error sequence 5 as in the beginning error sequence 3 has more errors than error sequence 5.

	Exp
	Video Seq
	Frame rate
	MB Selection
	Err. seq
	Entr. Code
	DP 
	QP 
	Total Bitrate
	Video Bitrate
	MB p Slice
	runs
	AvPSNR Y
	Max PSNR 
	Min PSNR 

	1
	hall
	10
	regular
	3
	UVLC
	1
	25
	31.08
	21.48
	33
	20
	29.98
	0.58
	1.39

	1
	hall
	10
	regular
	3
	CABAC
	1
	25
	30.48
	20.88
	33
	20
	29.96
	0.60
	1.81

	2
	hall
	10
	regular
	5
	CABAC
	1
	25
	30.48
	20.88
	33
	19
	30.44
	0.38
	0.60

	3
	hall
	10
	regular
	10
	UVLC
	1
	25
	31.08
	21.48
	33
	16
	28.36
	1.14
	1.08

	3
	hall
	10
	regular
	10
	CABAC
	1
	25
	30.48
	20.88
	33
	16
	28.30
	1.28
	1.00

	4
	hall
	10
	regular
	20
	CABAC
	1
	25
	30.48
	20.88
	33
	14
	27.62
	0.80
	1.23

	5
	foreman
	7.5
	regular
	3
	CABAC
	1
	20
	60.65
	53.45
	33
	20
	28.80
	2.95
	2.62

	6
	foreman
	7.5
	regular
	5
	CABAC
	1
	20
	60.65
	53.45
	33
	19
	30.74
	1.67
	2.74

	7
	foreman
	7.5
	regular
	10
	CABAC
	1
	20
	60.65
	53.45
	33
	17
	23.20
	2.95
	4.20

	8
	foreman
	7.5
	regular
	20
	CABAC
	1
	20
	60.65
	53.45
	33
	15
	21.38
	1.73
	1.85

	9
	paris
	15
	regular
	3
	UVLC
	1
	26
	140.16
	125.76
	132
	20
	26.95
	0.87
	0.90

	9
	paris
	15
	regular
	3
	CABAC
	1
	26
	134.96
	120.56
	132
	20
	26.92
	0.99
	1.04

	10
	paris
	15
	regular
	5
	UVLC
	1
	26
	140.16
	125.76
	132
	20
	27.26
	0.89
	1.08

	10
	paris
	15
	regular
	5
	CABAC
	1
	26
	134.96
	120.56
	132
	20
	27.24
	0.97
	1.15

	11
	paris
	15
	regular
	10
	UVLC
	1
	26
	140.16
	125.76
	132
	20
	24.44
	1.35
	2.77

	11
	paris
	15
	regular
	10
	CABAC
	1
	26
	134.96
	120.56
	132
	20
	24.39
	1.50
	2.73

	12
	paris
	15
	regular
	20
	CABAC
	1
	26
	134.96
	120.56
	132
	16
	23.28
	0.39
	1.61

	5
	foreman
	7.5
	O(0.03|30)
	3
	UVLC
	1
	19
	59.03
	51.83
	33
	20
	29.30
	2.04
	2.14

	6
	foreman
	7.5
	O(0.05|30)
	5
	UVLC
	1
	19
	62.17
	54.97
	33
	20
	30.64
	1.67
	1.29

	7
	foreman
	7.5
	O(0.1 | 30)
	10
	UVLC
	1
	20
	61.92
	54.72
	33
	18
	25.83
	2.47
	4.95

	8
	foreman
	7.5
	O(0.2 | 30)
	20
	UVLC
	1
	21
	61.38
	54.18
	33
	12
	25.47
	0.86
	0.93


Table 2 Best Results for Experiments 1-12 according to Table 1
The optimized mode selection has been only performed only for the foreman sequence with UVLC entropy coding. It can be seen that the best results for regular intra updates are outperformed by the MB mode selection for all experiments with higher error rate (experiment 5, 7, 8). Note that experiment 5 (error sequence 3) has higher error in the investigated first part of the frame than experiment 6 (error sequence 5). Moderate to significant improvements of about 0.5, 2.5 and 4 dB  (exp. 1, 2) in the Average PSNR can be observed when compared to regular intra update for experiment 5, 7, and 8, respectively. 
Conclusion

The results presented seem to show good indication about different options within H.26L. From the results presented we draw the following conclusions. H.26L is suited for transmission over RTP/IP. In the test model it would be beneficial to have improved error concealment, appropriate rate control schemes and an error-resilient macroblock selection mode. In this contribution simple offline rate control by fixing the QP, a simple copy macroblock error concealment according to TML8.4, error-free transmission of the first I-frame and an error-resilient but complex macroblock mode selection method has been applied. Under these preliminaries we can draw the following conclusions. The appropriate selection of encoding tools can improve the quality significantly. CABAC also outperforms UVLC in the low bit rate Internet packet loss case in general. The gains are in the range of 2-5% in bit rate savings. Data partitioning is inferior than regular slices. However, unequal error protection or priority methods might improve data partitioning performance in RTP/IP packet loss environment. This will be of further study as well as the selection of the slice and RTP packet size a well as improved error concealment and less complex macroblock selection methods.
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