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1. Introduction

In the current H 26L testing model, the possibility to perform motion estimation and compensation on multiple frame references is provided. It also includes the capability to estimate and compensate from one extra reference frame This additional frame reference is temporally distant from each frame to encode by a fixed number specified in the configuration file under the terminology “AdditionalReferenceFrame”. As an example, the set of following parameters, 

NumberReferenceFrames = 2

AdditionalReferenceFrame = 19

specifies that the frames with indices 0,1, and 19 are used for motion estimation and compensation. Consequently, the frame buffer for long term memory prediction is no longer restricted to the size indicated by “NumberReferenceFrames”, yet it has a size coping with both “NumberReferenceFrames” and “AdditionalReferenceFrame”. 

The use of extra long-term memory may help for compression efficiency purpose and error recovery. On the other hand, using this extra frame reference significantly increases the memory burden of both encoder and decoder, since up to “AdditionalReferenceFrame” frames storage is necessary. The current proposal describes a solution to this storage issue by introducing various syntax elements.

We propose here a method allowing motion prediction on a long time range while reducing the required frame memory at the decoder side (and encoder side). Furthermore, the solution proposes a way to indicate which frames shall be used for long time motion prediction. The main idea consists in signaling to the decoder which frames shall be kept for performing very long-term motion prediction. 

In the following, the various elements helping the storage process are described, from high level (sequence level) to middle-level (picture level). The impact on the current interpretation on Ptype and ref_frame with respect to these new parameters are detailed thereafter. Summary of the proposal and its added value as well as further related issued are given in a concluding section.

2. Buffer description at the picture level

Let us consider a decoder having two frame buffers (note that, in practice, the two buffers will be grouped into one memory space):

· One frame buffer containing the last received I or P frames. It will be referred here as the motion compensation frame buffer.

· One frame buffer containing extra frames for long-term motion prediction. It will be referred here as the long term motion compensation frame buffer.

We propose to introduce the following semantic at the sequence level:

· memory_buffer_size: maximum number of I or P frames to be stored in the motion compensation frame buffer.

· long_term_memory_buffer_size: maximum number of I or P frames to be stored in the long-term motion compensation frame buffer.

These descriptive elements have the following advantages:


they allow the decoder to allocate the proper dimension of the storage requirement


they allow more than one extra long-term frame to be used for motion compensation.

3. Reference-frame description at the picture level

Once the two memory buffers have been defined, we need to indicate for each frame whether or not it could serve for extra long-term memory. We propose to introduce the following indications at the picture level:

· store_long_term_prediction_frame: this is an integer indicating whether or not the current picture should be kept in the long term motion compensation frame buffer and its rank in this buffer. This integer is present in the bitstream only if long_term_memory_buffer_size is not equal to 0. If set to 0, the current picture will not enter the long-term prediction buffer.

· use_long_term_prediction_frame: this is an integer indicating whether or not the current picture should be motion compensated from reference frames stored in the long term motion compensation frame buffer and the rank of the reference frame stored in this buffer. This integer is present in the bitstream only if long_term_memory_buffer_size is not equal to 0. If set to 0, the current picture will be motion compensated from reference frames stored in the motion compensation frame buffer only.

Each time an I or P frame has been decoded, it is stored into the motion compensation frame buffer (this corresponds to the normal case). Furthermore, if store_long_term_prediction_frame is not equal to zero, then the frame is also stored into the long-term motion compensation frame buffer. 

In addition, the element “use_long_term_prediction_frame” allows to compensate from the very long-term reference frame only. For those sequences for which few camera threads are regularly revisited, it offers to compensate from the “nearest content” in a direct way.

4. Impact on the interpretation of Ptype and ref_frame

If use_long_term_prediction_frame is equals to 0 then the H.26L definitions for Ptype and ref_frame are kept unchanged.

Otherwise Ptype and ref_frame may adopt the following rules, with reference to [Ref 1]:

[VCEG-M81d0 – 3.2 Picture type (Ptype)]

Ptype =0:
P picture with forward prediction from the frame stored into the long-term motion compensation frame buffer and indicated by use_long_term_prediction_frame. In this mode, ref_frame is not present into the stream.

Ptype =1:
P picture with forward prediction from several previously displayed I or P pictures. In this mode, ref_frame must be signaled for each macroblock.

Ptype =2:
Intra picture.

Ptype =3:
B picture:

· with forward prediction from the frame stored into the long term motion compensation frame buffer and indicated by use_long_term_prediction_frame and

· with backward prediction from the subsequently displayed I or P pictures.


In this mode, ref_frame is not present into the stream.

Ptype =4:
B picture:

· with forward prediction from several previously displayed I or P pictures and

· with backward prediction from the subsequent displayed I or P picture.


In this mode, ref_frame must be signaled for each macroblock.

[VCEG-M81d0 – 3.6 Reference Frame (Ref_frame)]

If Ptype indicates possibility of forward prediction from more than one frame (i.e. Ptype equals to 1 or 4), then the reference frame for this forward prediction is signaled by ref_frame according to the following Table 1:

Ref_frame


0
1 frame back: the frame is in motion compensation frame buffer. (it corresponds to the last displayed I or P frame)

1
2 frames back: the frame is in motion compensation frame buffer.

2
3 frames back: the frame is in motion compensation frame buffer.

…
…

memory_buffer_size - 1
memory_buffer_size frames back: the frame is in motion compensation frame buffer

memory_buffer_size
frame stored into the long-term motion compensation frame buffer and indicated by use_long_term_prediction_frame.

Table 1
5. Summary of the proposal and conclusion

Addition of 4 syntax elements:

· memory_buffer_size
· long_term_memory_buffer_size
· store_long_term_prediction_frame
· use_long_term_prediction_frame
Advantages

· storage optimization by offering the capability to the decoder (and to the encoder) to allocate the appropriate frame storage size

· added compression efficiency and error recovery by offering the capability to compensate from more than one very long term reference frame

· added flexibility in the choice of the very long term reference frame

· added compression efficiency in the representation of ref_frame at the macroblock level.

Conclusion

We suggest a consideration of adopting the proposal syntax elements in the view of storage management and added flexibility. 

The validation of the tools in term of compression efficiency still remains an open question: appropriate test sequences need to be identified.
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