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1 Introduction

It has been noted that the DCT and quantization currently employed in TML require 32-bit multiplications. It would be better if only 16-bit multiplications were required since most of the DSPs can't perform 32-bit multiplication with single instruction. In this document low complexity and low precision DCT implementation is described.

2 Simplified DCT

4x4 forward DCT transform can be calculated as follows
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and inverse transform (IDCT) as
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where A is a transform matrix and
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Factorization of the transform matrix A leads to the following representation of forward transform:
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where 
[image: image5.wmf]b
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Since B is a diagonal matrix, one can write above equation in a form of scaled DCT as
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where ( denotes element-by-element multiplication instead of normal matrix multiplication. Since multiplying with elements of matrix E consists of simply scaling the output with constants, this scaling can be combined with the quantization.

Inverse transform for the previously presented DCT can be calculated accordingly as
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The remaining problem is that coefficient d in the matrix C is a non-rational number and therefore cannot be implemented efficiently using binary arithmetic. For this reason d is converted to fixed-point format. Exact value of d is 0.41421356… and three of the possible fixed-point approximations are 1/2, 3/8 and 7/16. The least complex value d=1/2 is used in  further description.

In order to ensure existence of the inverse transform for the simplified DCT condition
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must hold. By solving the above equation we can calculate value of b that must be used to compensate for approximation of d:
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3 Forward Transform Precision Considerations

The forward transform using substitution d=1/2 can be written as


[image: image10.wmf](

)

ú

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ê

ë

é

Ä

÷

÷

÷

÷

÷

ø

ö

ç

ç

ç

ç

ç

è

æ

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

-

-

-

-

-

·

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

·

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

-

-

-

-

-

-

=

Ä

=

2

2

2

2

2

2

2

2

2

1

2

1

2

1

2

1

44

43

42

41

34

33

32

31

24

23

22

21

14

13

12

11

2

1

2

1

2

1

2

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

b

ab

b

ab

ab

a

ab

a

b

ab

b

ab

ab

a

ab

a

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

E

CXC

Y

T


Multiplication with coefficient 1/2 can be implemented using right shifts. Usage of the right shift operation can lead to small degradation at highest bit rates. Performance can be improved by scaling every other row of the first coefficient matrix and every other column of the second coefficient matrix with 2. Forward transform is then
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Drawback of increased accuracy is increased dynamic precision needed for transform coefficients. Assuming 9-bit residual, 13 bits are required for transform coefficients for the non-scaled transform and 15 bits for the scaled transform. After the subsequent transform on DC coefficients this modification would increase the precision to 17-bits. Because of this we propose to use following modification, which reduces the maximum dynamic range by one bit:
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Increase in complexity due to four additional scaling operations is negligible and performance is virtually the same as without scaling. It should also be noted that there is no need to change the decoder functions when using this modification. Original matrix E is used for generating inverse quantization coefficients whereas Eforw is used when generating quantization coefficients.

4 Quantization

In TML-8, uniform quantization is used. In proposed transform some of the scaling operations are combined with quantization and therefore quantization matrix must be used. Quantization is performed similar to the TML-8 by using fixed-point multiplication.

Computation of quantization coefficients used in TML-8 is based on the equation
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According to the equation quantization coefficient increases by about 12% when QP is incremented by one and it doubles every sixth QP. 

The fixed-point dequantization coefficients for the proposed transform are calculated as 
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and fixed-point quantization coefficients as
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where n and m are the number of fractional bits used for fixed-point quantization and dequantization coefficients, respectively. Einv is equal to the E matrix defined earlier.

The quantized forward transform coefficients are calculated then as
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where f has the same sign as YC(i,j) and has the value of
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By choosing n<=18, all elements of matrix Q can be represented using 16-bits and thus only 16-bit multiplications are required (i.e. 16-bit multiplications that produce 32-bit results).

Inverse transformed and dequantized values are calculated as follows
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where fixed-point dequantization matrix R was given above and symbol '//' denotes division and rounding.

By choosing m<=6 all calculations during inverse transform and dequantization can be done using only 16-bit operations.

5 Implementation 

Next, implementation issues of the proposed transform are discussed. Step by step description of the proposed (inverse) transform and (de)quantization  are given. After description a detailed information on precision requirements for each of the stages is given.

4x4 forward transform

4x4 forward transform was formulated earlier and now the actual implementation is presented to show the simplicity of the transform. As can be seen below the increase in implementation complexity due to additional scaling is quite small.

/* horizontal */

for (j=0;j<4;j++) {

  M5[0] = M0[0][j] + M0[3][j];

  M5[3] = M0[0][j] - M0[3][j];

  M5[1] = M0[1][j] + M0[2][j];

  M5[2] = M0[1][j] - M0[2][j];

  M0[0][j]= M5[0] + M5[1];

  M0[2][j]= M5[0] - M5[1];

  M0[1][j]= 2*M5[3] + M5[2];

  M0[3][j]= M5[3] - 2*M5[2];

}

/* vertical */

for (i=0;i<4;i++) {

  M5[0] = M0[i][0] + M0[i][3];

  M5[3] = M0[i][0] - M0[i][3];

  M5[1] = M0[i][1] + M0[i][2];

  M5[2] = M0[i][1] - M0[i][2];

  M0[i][0] = M5[0] + M5[1];

  M0[i][2] = M5[0] - M5[1];

  M0[i][1] = 2*M5[3] + M5[2];

  M0[i][3] = M5[3] - 2*M5[2];

}

/* Downscaling of the biggest coefficients */

M0[1][1] /= 2;

M0[1][3] /= 2;

M0[3][1] /= 2;

M0[3][3] /= 2;

4x4 luma DC transform

Luma DC transform is added on top of intra 16x16 transform. Input matrix is formed by picking out DC coefficients from the 16 transformed 4x4 blocks. Then DC coefficients are transformed using the 4x4 forward transform and scaled after transform with 1/4.

2x2 chroma DC transform

Chroma DC transform is added on top of chroma transform. Input matrix is formed by picking out DC coefficients from the 4 transformed 4x4 blocks. If these coefficients are XDC then transform is computed according to TML as
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4x4 AC and luma DC quantization

Quantization is performed using the following equation

Yq[i][j] = (Yc[i][j]·Q[qp][i][j] + f)/218

, i,j = 0…3

Where YC are transformed AC or luma DC coefficients, Q are the quantization coefficients and f has the same sign as the coefficient that is being quantized. The quantization coefficients Q are given in the appendix at the end of this document.

2x2 chroma DC quantization

Quantization is performed using the following equation

Ydcq[i][j] = (Ydc[i][j]·Q[qp][0][0] + f)/218

, i,j = 0…1

where YDC are transformed chroma DC coefficients, Q are the quantization coefficients and f has the same sign as the coefficient that is being quantized.

2x2 chroma DC inverse transform

Chrominance DC inverse transform is computed same way as in TML-8 except that scaling with ½ is moved to dequantization . If YDCQ are the quantized DC coefficients and ADC were given in forward transform, inverse transform is then
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2x2 chroma DC dequantization

Dequantization of chroma DC coefficients is based on the equation

Xdc[i][j] = (Xdcq[i][j]·R[qp][0][0])/2


, i,j = 0…1

Where XDCQ are the inverse transformed DC coefficients and R are the dequantization coefficients. The dequantization coefficients R are given in the appendix at the end of this document.

4x4 luma DC dequantization

Dequantization of luma DC coefficients is based on the equation

Xdc[i][j] = (Ydcq[i][j]·R[qp][i][j])/4


, i,j = 0…3

Where YDCQ are the quantized coefficients and R are the dequantization coefficients.

4x4 luma and chroma AC dequantization

Dequantization of coefficients is based on the equation

Y[i][j] = (Yq[i][j]·R[qp][i][j])


, i,j = 0…3

Where YQ are the quantized coefficients and R are the dequantization coefficients.

4x4 luma DC inverse transform

Dequantized luma DC coefficients are inverse transformed by using the same inverse transform that is used for AC coefficients.

4x4 inverse transform

4x4 inverse transform was formulated earlier and now actual implementation is presented.  The source code is shown below to demostrate simplicity of the transform and the usage of shifts for multiplication.

for (j=0;j<4;j++) {

  M6[0] = M4[0][j] + M4[2][j];

  M6[1] = M4[0][j] - M4[2][j];

  M6[2] = (M4[1][j]>>1) - M4[3][j];

  M6[3] = M4[1][j] + (M4[3][j]>>1);

  M4[0][j] = M6[0] + M6[3];

  M4[3][j] = M6[0] - M6[3];

  M4[1][j] = M6[1] + M6[2];

  M4[2][j] = M6[1] - M6[2];

}

for (i=0;i<4;i++) {

  M6[0] = M4[i][0]+M4[i][2];

  M6[1] = M4[i][0]-M4[i][2];

  M6[2] = (M4[i][1]>>1) - M4[i][3];

  M6[3] = M4[i][1] + (M4[i][3]>>1);

  M4[i][0] = M6[0] + M6[3];

  M4[i][3] = M6[0] - M6[3];

  M4[i][1] = M6[1] + M6[2];

  M4[i][2] = M6[1] - M6[2];

}
Results of the inverse transform are divided (with truncation) by 26 and rounded.

Table 1 summarized the precision requirements for each stage. The numbers in the table are computed assuming that input residual has precision of 9 bits.

It can be seen from the table that all the quantization and dequantization can be computed with 16-bit multiplication since input values for these operations never exceed 16 bits. Transform and inverse transform can be implemented mostly with 16-bit arithmetic exception being luma DC transform. All memory access accesses are max. 16-bit wide.

If input residual has precision of 11 bits then 2 bits has to be added to every input and output bits in the table. With 11-bit residual all quantization & dequantization except luma DC quantization still require only 16-bit multiplication.

Note that ratio for the number of luma DC coefficients and the number of luma AC coefficients is only 1:15. Therefore increase in complexity is reasonable when 32-bit multiplication is required for luma DC quantization with 11-bit residual. Also, 32-bit multiplication is required only in the encoder.

Note also that result doesn't change if order of inverse transform and dequantization of chroma DC coefficients is changed as long as scaling is done after both of them. However, it is better to do inverse transform first for lowest possible dynamic precision during inverse transform computations.

Table 1 – Precision 
	Luma and chroma transform and quantization

	
	Input bits
	Output bits
	Comment

	Forward transform
	9
	14
	DC coefficient is 13 bits

	Quantization
	14
	10
	

	Dequantization
	10
	15
	

	Inverse transform
	15
	9
	Shift final values by 6.

	Luma DC transform and quantization

	
	Input bits
	Output bits
	Comment

	Transform
	13
	16
	Scale with ¼ after transform

	Quantization
	16
	12
	

	Dequantization
	12
	15
	Scale with ¼ after dequantization

	Inverse transform
	15
	15
	

	Chroma DC transform and quantization

	
	Input bits
	Output bits
	Comment

	Transform
	13
	14
	Scale with ½ after transform

	Quantization
	14
	11
	

	Lnverse transform
	11
	11
	

	Dequantization 
	11
	15
	Scale with ½ after dequantization


6 Summary

Coding efficiency of the DCT currently used in TML and the proposed implementation are almost identical. Currently inverse transform, quantization and dequantization require 32-bit multiplications. Proposed (I)DCT does not require any multiplication and proposed (de)quantization require only 16-bit multiplications. With 11-bit residual only luma DC quantization requires 32-bit multiplication. Inverse transform can be implemented fully with 16-bit arithmetic and finally, all memory access including intermediate storage and coefficient storage are 16-bit wide.

Appendix

Quantization coefficients:
int quantCoef[32][3] = // Quantization coefficients corresponding to a^2, ab/2 and b^2/2

{

  {26214, 16611, 20972}, {23302, 14717, 18641}, {20764, 13210, 16673}, {18559, 11732, 14831},

  {16513, 10421, 13223}, {14665,  9321, 11773}, {13107,  8306, 10486}, {11651,  7391,  9353},

  {10382,  6579,  8311}, { 9279,  5866,  7415}, { 8257,  5227,  6612}, { 7358,  4647,  5887},

  { 6554,  4143,  5243}, { 5842,  3695,  4668}, { 5204,  3290,  4162}, { 4629,  2933,  3708},

  { 4128,  2609,  3302}, { 3679,  2327,  2943}, { 3277,  2071,  2621}, { 2921,  1846,  2336},

  { 2602,  1645,  2081}, { 2317,  1465,  1854}, { 2064,  1306,  1652}, { 1840,  1163,  1471},

  { 1638,  1036,  1311}, { 1459,   923,  1168}, { 1300,   822,  1040}, { 1159,   733,   927},

  { 1032,   653,   826}, {  919,   582,   736}, {  819,   518,   655}, {  730,   462,   584}

};

Dequantization coefficients:

int deQuantCoef[32][3] = // Dequantization coefficients corresponding to a^2, ab and b^2

{

  {   80,   101,   128}, {   90,   114,   144}, {  101,   127,   161}, {  113,   143,   181}, 

  {  127,   161,   203}, {  143,   180,   228}, {  160,   202,   256}, {  180,   227,   287}, 

  {  202,   255,   323}, {  226,   286,   362}, {  254,   321,   406}, {  285,   361,   456}, 

  {  320,   405,   512}, {  359,   454,   575}, {  403,   510,   645}, {  453,   572,   724}, 

  {  508,   643,   813}, {  570,   721,   912}, {  640,   810,  1024}, {  718,   909,  1149}, 

  {  806,  1019,  1289}, {  905,  1145,  1448}, { 1016,  1285,  1625}, { 1140,  1442,  1825}, 

  { 1280,  1619,  2048}, { 1437,  1817,  2299}, { 1613,  2040,  2580}, { 1810,  2290,  2896}, 

  { 2032,  2570,  3251}, { 2281,  2885,  3649}, { 2560,  3238,  4096}, { 2874,  3635,  4598}

};
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Video Coding Experts Group - Patent Disclosure Form
(Typically one per contribution and one per Recommendation/Standard/Draft)

Please send to:


Q.6/16 Rapporteur Gary Sullivan, Microsoft Corp., One Microsoft Way, Bldg. 9, Redmond WA 98052-6399, USA


Email (preferred): garysull@microsoft.com  Fax: +1 425 <fax number here>

This form provides the Video Coding Experts Group (VCEG) with information about the patent status of techniques used in or proposed for incorporation in a Recommendation/Standard.  VCEG requires that all technical contributions be accompanied with this form.  Anyone with knowledge of any patent affecting the use of VCEG work, of their own or of any other entity (“third parties”), is strongly encouraged to submit this form as well.

This information will be maintained in a “living list” by VCEG during the progress of their work.  If a given technical proposal is not incorporated in a Recommendation/Standard, the relevant patent information will be removed from the “living list”.  The intent is that the VCEG experts should know in advance of any patent issues with particular proposals or techniques, so that these may be addressed well before final approval.

This is not a binding legal document; it is provided to VCEG for information only, on a best effort, good faith basis.  Please submit corrected or updated forms if your knowledge or situation changes.

This form is not a substitute for the ITU-T Patent Statement and Licensing Declaration, which should be submitted by Patent Holders to the TSB Director before final approval of any Recommendation/Standard.

	Submitting Organization or Person:

	Organization name
	Nokia
	

	Mailing address


	6000 Connection Drive, Irving, TX-75039
	

	Country
	USA
	

	Contact person
	Marta Karczewicz
	

	Telephone
	+1 214 763 1314
	

	Fax
	
	

	Email
	marta.karczewicz@nokia.com
	

	Place and date of submission
	10/11/01
	

	Relevant Recommendation/Standard/Draft/Contribution:

	Number (ex: “H.26L”)
	H.26L
	

	Title
	Low complexity (I)DCT
	

	Contribution number
	VCEG-N43
	

	
	
	


	6.1 Disclosure information – Submitting Organization/Person  (choose one box)
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	2.0
The submitter is not aware of any granted, pending, or planned patents associated with the technical content of the Recommendation/Standard/Draft/Contribution.

or,

	The submitter (Patent Holder) has granted, pending, or planned patents associated with the technical content of the Recommendation/Standard/Draft/Contribution.  In which case,
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	2.1 The Patent Holder is prepared to grant – on the basis of reciprocity for the above ITU-T Recommendation  | ISO/IEC International Standard – a free license to an unrestricted number of applicants on a worldwide, non‑discriminatory basis to manufacture, use and/or sell implementations of the above ITU-T Recommendation | ISO/IEC International Standard.
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	2.2
The Patent Holder is prepared to grant – on the basis of reciprocity for the above ITU-T Recommendation  | ISO/IEC International Standard – a license to an unrestricted number of applicants on a worldwide, non‑discriminatory basis and on reasonable terms and conditions to manufacture, use and/ or sell implementations of the above ITU-T Recommendation | ISO/IEC International Standard.  Such negotiations are left to the parties concerned and are performed outside the ITU-T | ISO/IEC.

	
	

	X
	2.2.1
The same as box 2.2 above, but in addition the Patent Holder is prepared to grant a “royalty-free” license to anyone on condition that other patent holders do the same.
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	2.3
The Patent Holder is unwilling to grant licenses according to the provisions of either 2.1 or 2.2 above. In this case, the following information should be provided as part of this disclosure:

· patent registration/application number;
· an indication of which portions of the ITU-T Recommendation | ISO/IEC International Standard are affected.
· a description of the patent claims covering the ITU-T Recommendation | ISO/IEC International Standard;

	In the case of box 2.1, 2.2, or 2.3 above, please provide the following:



	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to VCEG
	
	


(form continues on next page)

Third party patent information – please fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	6.2 Disclosure information – Third Party Patents (choose one box)
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	3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation/Standard/Draft/Contribution.
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	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation/Standard/Draft/Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - VCEG will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address


	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to VCEG
	
	

	
	
	


	Any other comments or remarks:
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