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1. Abstract

In VCEG-L27[1] a new picture type, SP-picture, has been proposed. The proposed picture type makes use of motion compensated predictive coding to exploit temporal redundancy in the sequence while still allowing identical reconstruction of the frame when different reference frames are used. This feature provides functionalities for bitstream switching, random access, error recovery/resilience, fast forward and fast backward. 

The encoding/decoding of inter-type blocks in SP frames includes transformation of the predicted block and quantization of the resulting coefficients. In [1] the quantization value for the predicted block was kept the same as the quantization value for the prediction error. Therefore, the coding efficiency of SP-frames has been worse than P-frames while still significantly better than I-frames. In this document we further improve the coding efficiency of SP-frames by using a separate quantization value for the predicted frame than the prediction error coefficients. We follow the same notation from [1].

1. SP-Picture

In the following, the changes required in H.26L in order to introduce SP-picture are described.

1.1 SP-Picture decoding

Picture types Ptype Code_number=5 is added signaling SP-picture. If the Ptype indicates SP-picture additional codeword SPQP(5 bits) follows PQP codeword. Otherwise SP-picture has the same syntax as P-picture however interpretation of some of the syntax element differ for Inter and Copy type macroblocks. 

Additional array of numbers is used when decoding SP-picture:

F(QP)=220 / A(QP)
where constant A(QP) is defined in Section 4.3.3 in [3].

Decoding of the luma component is described first. The macroblocks with type "Inter" are reconstructed as follows:

1) Decode levels (both a magnitude and a sign) of the prediction error coefficients, Lerr, and motion vectors for the macroblock.

2) After motion compensation, for each 4x4 block in the predicted macroblock, perform forward transform (Section 4.1 in [3]). Using the resulting prediction image coefficients Kpred and prediction error coefficient levels Lerr calculate coefficients 

Krec =(Kpred+LerrxF(QP1))
and quantize them:

Lrec =(KrecxA(QP2) + 0.5x220)/220.
Value of QP1 is given by PQP and QP2 by SPQP.

3) The coefficients, Lrec, are dequantized using QP2 and the inverse transform is performed for these dequantized levels. Dequantization and inverse transform are performed as defined in [3]. The reconstructed values are equal to the result of the inverse transformation shifted by 20 bit (with rounding).

For Copy type macroblocks only the steps 2 and 3 are performed. While applying deblocking filter, both Inter and Copy macroblocks are treated as Intra macroblocks with coefficients represented by Lrec.

Dequantization of the chroma component is performed in a similar manner with the following differences. In step 2 additional 2x2 transform for the DC coefficients (Section 4.2 in [3]) is performed after 4x4 transform. Values of QP1 and QP2 are changed according to the relation between QP values used for luma and chroma specified in [3]

.

1.2 SP-Picture Encoding

Examples of how to encode 

1) SP-picture placed within a single bitstream (pictures S1 and S2 in Figure 1),

2) SP-picture which is transmitted when switching from one bitstream to another (picture S12 in Figure 1),

are presented below.

When encoding an SP-picture placed within a bitstream, the prediction error coefficients for luminance can be obtained as follows: 
1) After motion compensation, for each 4x4 block in the predicted macroblock and in the original image, forward transform is performed. The transform coefficients for the original image are denoted as Korig and for the predicted image as Kpred. 
2) Transform coefficients for the predicted blocks are quantized using QP=QP2 as specified in Section 4.3.3 [3] with f=0.5. The resulting levels are denoted as Lpred. 

3) The prediction error coefficients Kerr = Korig - LpredxF(QP2) can be quantized using one of the methods specified in Section 5.3 of TML [3] with QP= QP1.

The same procedure is used to calculate coefficients for chrominance with the following differences: In step 1, an additional 2x2 transform for DC coefficients is performed after 4x4 transform. Values of QP1 and QP2 are changed according to the relation between QP values used for luma and chroma specified in [1].

Let as assume that we want to encode the SP-picture, denoted as S12, to switch from bitstream 1 to bitstream 2 (Figure 1). The reconstructed values of this picture have to be identical to the reconstructed values of SP-picture in bitstream 2, denoted as S2, to which we are switching to. The bitstream of the Intra macroblocks in frame S2 are copied to S12. The encoding of Inter macroblocks is performed as follows. 

1) Form the predicted frame for S12 by performing motion estimation with the reference frames being pictures proceeding S1 in bitstream 1. 

2) Perform for each 4x4 block in the predicted macroblock 4x4 forward transform followed by an additional 2x2 transform for DC coefficients for chroma component.

3) Quantise obtained coefficients and subtract the quantized coefficient levels from the corresponding levels Lrec of S2 picture. Use QP equal to value specified by SPQP codeword of frame S2. The resulting levels are the levels of the prediction error which will be transmitted to the decoder. Notice that for frame S12 QP values specified by PQP and SPQP are same and equal to the value given by SPQP codeword of frame S2.
2. Results

The experiments reported in this contribution are the same as in [1] and some of the results are repeated here for the completeness of the current document. The following notation is used: SPQP refers to the quantization value being used to quantize the coefficients of the predicted block while PQP refers to the quantization value that is used for the prediction error coefficients.

The results reported here are for the "container" sequence while further results can be found in VCEG-M73_expn.xls.

Experiment 1: Coding efficiency of SP frames with different SPQP:

Figure 2 illustrates  the comparison of the coding efficiency of SP pictures using different SPQP values for the "container" sequence. We consider different cases for the selection of SPQP. In the first case, SPQP is the same as PQP, as in [1], and then SPQP is kept 3 and finally for the last case, SPQP is kept PQP-6. We also include in Figure 2 the P-picture performance. As can be observed from Figure 2 SP picture performance improves with decreasing SPQP wrt. PQP, as expected. And, moreover, SP-picture performance with SPQP=3 becomes very close, slightly worse at higher rates, to the P-picture performance. Finally, SP-picture has significantly higher coding efficiency than I-picture, already discussed in [1]. Further results can be found in VCEG-M73_exp1.xls.

Experiment 2: Performance improvement when SP-pictures are inserted periodically:
In Figure 3 we illustrate the performance when SP-frames are introduced at fixed intervals, 1sec., as it will be the case when enabling bitstream switching or random access functionality. Also included in Figure 3 are the results achieved when all the frames are encoded as P-frames and the periodic-intra coding approach. 

As can be observed from Figure 3, the performance of SP-pictures improves and approaches the P-picture performance with decreasing SPQP while still providing the same functionalities as an I-picture. Specifically, note that when SPQP is kept 3 then PSNR performance becomes very close to P. Further results for the rest of the sequences can be found in VCEG-M73_exp2.xls.

3. Conclusion

We have presented a new SP-picture encoding/decoding technique which uses different quantization values for the predicted block and the prediction error coefficients. The use of two different values of QP allows to trade off between coding efficiency of SP-pictures placed within a single bitstream and SP-pictures used when switching from one bitstream to another. The lower the value of SPQP with respect to PQP, the higher the coding efficiency of SP-picture placed within a single bitstream, while, on the other hand, the larger number of bits is required when switching to this picture. The choice of the SPQP value can be application dependent. For example when SP pictures are used to facilitate random access one can expect that SP frames placed within a single bitstream will have the major influence on compression efficiency and therefore SPQP value should be small. On the other hand, when SP pictures are used for streaming rate control, SPQP value should be kept close to PQP since SP-pictures sent during switching from one bitstream to another will have large share of the overall bandwidth. 

SP-pictures addresses most of the key requirements that are identified to be supported by H.26L standard with significant improvements over the earlier solutions. We propose that SP-pictures is adopted in the standardization of H.26L.

Figure 1 Switching between bitstreams 1 and 2 using SP-pictures.
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Figure 2 Illustration of coding efficiencies SP pictures using different SPQP values, also included are I and P-picture performances.
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Figure 3 Illustration of coding efficiencies SP pictures using different SPQP values when inserted periodically, also included is the periodic-intra coding approach.
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