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Introduction

The existing test model requires 32-bits of precision during calculation.  There are several reasons to reduce the precision.  For an ASIC a pure 16-bit implementation is preferable to requiring full 32-bit precision.  Even when 32-bit calculation is available, a 32-bit processor can use parallel operations, e.g. MMX, to increase the computation speed.  A third reason arises if we want to extend the bit depth of the input from 8 bits to 12 bits.  In such a case, the current design requires more than 32 bits. 

Two variants of 16 bit transform and quantization have been investigated. A transform with 16bit inputs for multiplies and up to 21 bit intermediate results during transform and quantization operations, and an all 16 bit transform. Simulation results shows no loss compared with TML5 for the first variant, while a loss of 0.5dB for low QP and none at high QP for the second variant.

The complexity is estimated for TML5, the all 16 bit and the 16 bit input versions.

Simulation results will be presented at the meeting.

16 Bit Transform

The quantization steps are virtually the same as in TML5, but with reduced precision. During the investigations it has been discovered, that the actual values of the quantizers are of less importance as long as the normalization A*B*676*676/(1<<40) is close to 1. If this is met, varying the quantizers just shifts the measured values along the RD-curve.

· The maximum deviations from TML5 values are 5.7% for A and 6.0% for B.

· The maximum quantization step (A) is 14.7% and the minimum is 6.9%, while it's 13.6% and 8.3% for TML5.

· The values of A and B should be such that A*B*676*676 = (1<<40). The maximum deviation from this is 0.27%.

The new quantizers have been defined as:

A=Amantissa<<Aexponent and B=Bmantissa<<Bexponent

where

Am=[19 17 31 28 25 22 19 17 29 27 25 22 19 17 31 27 24 22 19 17 31 27 25 22 19 17 31 27 24 22 19 17]

Ae=[5 5 4 4 4 4 4 4 3 3 3 3 3 3 2 2 2 2 2 2 1 1 1 1 1 1 0 0 0 0 0 0]

Bm=[62 69 76 84 94 107 124 138 162 174 188 214 247 276 303 348 392 427 495 553 606 696 752 854 989 1106 1213 1392 1566 1709 1979 2211]

Be=[6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6]

The implementation of the all 16 bit Luma transform:

Below the transform and quantization is represented as matrix multiplications, where T is the transform matrix. Am and Bm are scalars. The division in (3a and 3b) indicates that the sign must be handled during truncation.

Forward

Y = T*X >> 5




(1a)

K = Y*T’ >> 5




(2a)

L = K*Am / 2^(20-5-5-Ae)


(3a)

Inverse

K = L*Bm >> 4




(4a)
Y = T’*K >> 4




(5a)

X = Y*T >> 20-4-4-Be



(6a)

The implementation of 16 bit input Luma transform:

Forward

Y = T*X





(1b)

K=Y*T’ >> 5




(2b)

L= K*Am / 2^(20-5-Ae)



(3b)

Inverse

K=L*Bm





(4b)
Y = T’*K >> 4




(5b)

X = Y*T >> 20-4-Be



(6b)

The shifts have been set to avoid overflow. The assumptions for the forward transform inputs (1a and 1b) are values in the range [-255, 255], while the assumptions for inverse transform inputs (4a and 4b) are values generated by the forward transform. After dequantization (4a and 4b) the output it 16 bit. Transmission error or random input to the dequantization may cause overflow. No action is defined as it is assumed that the decoder values will be inconsistent with the encoder anyway and its up to the implementers to handle this gracefully.

16x16 Intra transform

The DC transform is the same as described above. One change from tml5.91 is that the dequantization is performed before the inverse transform.

Chroma transform

The first transform is the same as above. DC transform is based on shifts rather than signed division by two.

Complexity issues

The numbers below are estimates based on tml5.91

	Single instruction
	Tmn5.91

Forw+Q+DeQ+Inv=Tot
	16 input
	All 16 bit

	Add
	64+32+0+96= 192
	64+32+0+72= 168
	64+32+0+72= 168

	Multiply
	48+16+16+48= 128
	48+16+16+48= 128*
	48+16+16+48= 128**

	Shift
	0+32+0+32= 64
	16+32+0+48= 96
	32+32+16+48= 128

	Memory
	16+0+0+32= 48
	16+0+0+32= 48
	16+0+0+32= 48

	Total
	432
	440
	472


*The multiplies are 16 bit with results up to 21 bit.

**The multiplies are 16 bit multiplies, with 16 bit results.

	Dual instructions
	Tmn5.91

Forw+Q+DeQ+Inv=Tot
	16 input
	All 16 bit

	Add
	Same as single
	0+0+0+16=16
	0+0+0+16=16

	Dual multiply-add
	
	32+0+0+32=64
	32+0+0+32=64

	Dual Multiply
	
	0+8+8+0=16
	0+8+8+0=16

	Dual add
	
	16+16+0+8=40
	16+16+0+8=40

	Dual shift
	
	16+16+0+32=64
	16+16+8+32=72

	Total
	432
	200
	208


Summary

The benefits of the reduced precision transform and quantization:

· Half the processing requirements for processors with dual instructions.

· Little processing impact on single instructions.

· No loss of coding efficiency possible for dual instruction processors

The  disadvantages:

· 2% increase of processing requirements for single instruction processors.

· All 16 bit implementations have some coding efficiency loss at low QP 

Note that the percentage here is relative to the same functionality in TML5.
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