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1. Introduction

These common conditions are defined for evaluating tools and parameters of the application profile for video communication and streaming over the third generation mobile networks defined by 3GPP and 3GPP2 or other networks with similar characteristics.

The 3G mobile network specifications of 3GPP and 3GPP2 considered here are UMTS and CDMA-2000. Even though there are differences between the currents specs (for example Quality of Service guarantees are in UMTS, but not in CDMA-2000) it is assumed and foreseen, that at least at the concepts level the two will converge in the future. These common testing conditions are designed to be general and due to the converging trends are hoped to be a valid model for both.

Video conversational and video streaming applications have similar real-time requirements for the transmission network, except that for video streaming the transmission delay requirements are looser. These loosened delay requirements allow usage of schemes that provide higher error robustness at the physical (robust channel coding scheme) and link layer (retransmission). Video streaming specific points are explicitly mentioned in the following sections.

1.1 Requirements of Common Conditions

Contributions and proposals specific to video applications in 3GPP/3GPP2 networks are solicited for:

· Selecting the right coding tools, parameters, levels into these application

· Error resilience tools

· Network Adaptation Layer (Specific tasks of the NAL are: Encapsulation, Prioritization, Interleaving, Stuffing, Synchronization, Transfer of Temporal Information etc.)

To provide controlled environment for experiments, this document defines 

· Simulation model of the 3GPP/3GPP2 radio bearer protocols and bit-error patterns (physical layer simulation)

· Set of sequences, bitrates, other parameters to be used in experiments

2. 3G video service model

Both video source and receiver are assumed to reside in a private operator's network, which consists of a fixed IP-based core network and a radio access network. A video streaming server is directly connected to the operator's core network or both video call terminations are inside the mobile network. Other service models are also viable and supported (for example the streaming server is outside of the operator's network) as long as QoS guarantees are supported throughout the whole transmission path (not only best-effort). The network operator's core network is assumed to be over-provisioned so that the packet loss rate in the core network is negligible and the network resources bottleneck is at the radio interface. Thus any degradation to the video stream results from fading/shadowing errors at the radio interface. 

2.1 Quality of Service guarantees in 3G

Traditional best-effort networks (e.g. Internet) can't guarantee a given quality of service (QoS) for a real-time applications. A 3G network can also operate in best-effort mode, when the network does not attempt to adapt its operations and resources allocated to a given session and therefore for example with varying radio conditions the application perceives variable QoS. In 3G specifications, however, the QoS guarantee concept is defined (currently only 3GPP) which is expected to be supported by implementations. In guaranteed QoS mode the network (radio resource manager) commits to provide a negotiated QoS for the application throughout the whole session by adapting its operations along with the varying conditions. 

QoS attributes that can be guaranteed include: guaranteed bit-rate, maximum bit-rate, average residual bit-error rate (BER), average packet loss rate and maximum transfer delay. It is up to the radio resource manager implementation how the guaranteed QoS is achieved. In any case, the application can count on the compliance of the network to the negotiated QoS.

In UMTS release 4. QoS classes are defined to categorize the streams and their requirements. In Table 1 the conversational and streaming classes are referenced, that can correspond to video conversational and streaming applications.

Traffic class
Conversational class

Conversational RT
Streaming class

streaming RT

Fundamental characteristics
- Preserve time relation (variation) between information entities of the stream

- Conversational pattern (stringent and low delay )
- Preserve time relation (variation) between information entities of the stream

Example application
- voice, video conferencing
- streaming video

Table 1: UMTS QoS classes (copied from [1])
The relevant QoS attributes for the two classes are discussed below (quoted from [1]). (3GPP specific terms are explained in following sections)

Common considerations

· "Although the bitrate of a conversational source codec may vary, conversational traffic is assumed to be relatively non‑bursty. Maximum bitrate specifies the upper limit of the bitrate with which the UMTS bearer delivers application packets (Service Data Units – SDUs). The UMTS bearer is not required to transfer traffic exceeding the Guaranteed bitrate. Maximum and guaranteed bitrate attributes are used for resource allocation within UMTS. Minimum resource requirement is determined by guaranteed bitrate (When a conversational source generates less traffic than allocated for the bearer, the unused resources can of course be used by other bearers.)

· Since the traffic is non-bursty, it is meaningful to guarantee a transfer delay of an arbitrary SDU.

· By using the SDU error ratio, Residual bit error ratio and Delivery of erroneous SDUs attribute, the application requirement on error rate can be specified, as well as whether the application wants UMTS to detect and discard application SDUs containing errors and an adequate forward error correction means can be selected".

Conversational class

· "Conversational bearers are likely to be realized in UTRAN without RLC re-transmissions. "

Streaming class 

· "The transfer delay requirements for streaming are typically in a range where at least in a part of this range RLC re‑transmission may be used. It is assumed that the application's requirement on delay variation is expressed through the transfer delay attribute, which implies that there is no need for an explicit delay variation attribute."

Value ranges of the discussed QoS attributes for UMTS are summarized in Table 2.

Traffic class
Conversational class
Streaming class

Maximum bitrate (kbps)
< 2 048
< 2 048

Guaranteed bit rate (kbps)
< 2 048
< 2 048

Delivery of erroneous SDUs
Yes/No/-
Yes/No/-

Residual BER
5*10-2, 10-2, 5*10-3, 10-3, 10-4, 10-6 
5*10-2, 10-2, 5*10-3,  10-3, 10-4, 10-5, 10-6 

Maximum SDU size (octets)
<=1 500 or 1 502
<=1 500 or 1 502

SDU error ratio
10-2, 7*10-3, 10-3, 10-4, 10-5 
10-1, 10-2, 7*10-3, 10-3, 10-4, 10-5 

Transfer delay (ms)
100 – maximum value 
250 – maximum value 

Table 2: Value ranges for UMTS Bearer Service Attributes (compiled from [1])

For the purpose of defining the common testing conditions, based on the above information about QoS guarantees some assumptions can be made:

· Theoretically any (<2048 kbit/s) constant bitrate can be guaranteed by the network. In case the video stream bitrate is always equal or lower than the guaranteed bitrate, the application does not have to perform rate adaptation or congestion control. 

· In case the application requests delivery of erroneous application SDUs a residual BER guarantee can be specified. In practical network implementation it is expected, that delivery of erroneous application SDUs is not supported, so it is not considered in the current document further.

· For a given maximum application SDU size an SDU loss ratio can be guaranteed. This means, that the error robustness of a video packet stream can and should be tuned to a given packet loss ratio. It also means in practice, that the video packet size influences the packet loss rate.

2.2 User plane protocols in 3G

3GPP and 3GPP2 defined similar user plane protocols for UMTS and CDMA-2000 specifications between the mobile station (MS) and radio base station (BS). The protocol stack below the application IP layer is depicted in Figure 1.
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Figure 1: Comparison of 3GPP and 3GPP2 MS protocol stacks

In Figure 2 the packetization of application packets is shown in the protocol stack. 
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Figure 2: Packetization through the user plane protocol stack

Depending on the required bitrate of the radio bearer the different coding scheme (modulation) is used at the physical layer. The higher the bitrate the weaker is the code, so that higher bitrates bring less reliability. In poor radio conditions this means increased probability of bit-errors. 

In CDMA-2000 a physical layer frame can be divided into a number of Logical Transmission Units (LTU). The LTU is the smallest unit with a CRC to detect possible bit-errors. The size of an LTU (in bytes) can be assumed fixed and independent of the physical channel rate. Only the number of LTUs per physical frame changes with different rates. In UMTS there is higher flexibility in choosing the physical layer frame sizes, but the concept of a logical unit at the physical layer that has its own CRC for error detection is similar.

For simplicity it can be assumed, that one link layer frame is packed into one physical layer logical unit (LTU). This means, that each link layer frame can have a frame quality indicator (FQI) that indicates if there are bit-errors detected by the physical layer CRC. 

The RLC/RLP (link layer) treats its input as a transparent octet stream. It is not attempted to align the PDCP/PPP packets to RLP frames. In case the flow of variable size PDCP/PPP packets is continuous - with variable size compressed header and possible PPP stuffing -, attempting RLP alignment would need to introduce unused stuffing bits. This would increase the link layer overhead and thereby decrease the effective payload rate.

The RLC/RLP layer can perform re-transmissions. The re-transmission scheme may be set up with different levels of persistency, such that the number of re-transmission attempts can either be adjusted or always full-persistency (reliability) is provided. In any case, as the RLC/RLP layer still maintains in-order delivery, usage of re-transmission can introduce high delay jitter.

The application packets are framed at PDCP/PPP layer, and if applicable the RTP/UDP/IP header is compressed. The robust header compression scheme defined in [4] provides complete robustness, so that each compressed packet header can be decoded independent of which packets are lost. Depending on the packet loss rate, though, headers are compressed with different efficiency. The scheme also requires a initialization period, where all headers are sent uncompressed, this time is approximately the round-trip time of the connection.

Packetization overhead in UMTS protocol stack:

· Overhead per RLC SDU = RLC frame header (4 bytes) + CRC (2 bytes) = 6 bytes

· Overhead per PDCP SDU = PDCP packet header (1 byte) + length info (1 byte) = 2 bytes

Packetization overhead in CDMA-2000 protocol stack:

· Overhead per RLC SDU =  RLC frame header (2 bytes) + CRC (2 bytes) = 4 bytes

· Overhead per PPP SDU = PPP packet header (3 bytes) + bit stuffing (~2% of payload)

3. Simulator

Requirements:

· Off-line simulation (file-to-file)

· Input file: packet payload, packet timestamp, marker bit, packet size, time when to be sent

· Output file: packet payload, packet timestamp, marker bit, time of arrival, lost flag

· In-order packet delivery

· No bit-errors or corrupted packets delivered to the application

· No unequal error protection

· Simulate delay jitter in case of RLP/RLC re-transmission simulation, no delay jitter otherwise

In order to simulate the guaranteed QoS concept, it is assumed, that channel conditions don't vary for the duration of the transmission, so that the provided network QoS (bitrate, packet loss rate) is nearly constant throughout the session. This potentially unrealistic assumption is made, because the simulation of a dynamic radio resource manager (RRM), performing the task of maintaining the guaranteed QoS under varying channel conditions, would be too complex.
 In most cases, ultimately the RRM would manage to provide enough resources such that the guaranteed QoS would be achieved as before and the application wouldn't notice the change. It is not intended to simulate the cases where this can not be achieved (e.g. handoff to a congested cell would not allow the RRM to reserve enough resources so the bitrate would drop).

With the constant channel conditions the simulator can assume using a dedicated radio channel for the video stream with a given maximum channel bit-rate. Audio streams or other parallel flows of an application are assumed to have set up over separate radio bearers, where the possibly different QoS attributes required can be guaranteed. Thus the different flows are separated logically.

For simulating radio channel conditions bit-error patterns are used, that were captured in different real or emulated mobile radio channels. The bit-error patterns are captured above the physical layer and below the RLC/RLP layer, such that in practice they act as the physical layer simulation. It is assumed, that the statistical parameters (e.g. average residual BER and burstiness) of the bit-error pattern are similar for the whole transmission. The available bit-error patterns determine the bitrates and SDU error ratios that can be simulated.

The tasks to be simulated are:

· Framing at the PDCP/PPP level 

· Simulated robust RTP/UDP/IP header compression

· Schedule and split the application packets to RLC/RLP frames and map the bit-error pattern to the RLC/RLP frames. Application SDUs are not necessarily aligned with RLC/RLP frame boundaries.

· Discard RLC/RLP frame if it contained bit-error

· RLC/RLP re-transmission in case of streaming
· If an RLC/RLP frame is lost the application packets that were covered by it (even if only partially) are all discarded.

3.1 Bit-error patterns
WCDMA (UMTS) bit-error patterns from [3] are used. Table 3 summarizes the characteristics of these bit-error patterns.

File Name
Physical layer rate (bits/sec)
RLC frame payload (bits)
Interleaving depth (ms)
BER
Mobile Speed (km/h)

3-64.bin
65600
592
40
5e-4
3

4-64.bin
65600
592
40
1.6e-4
3

5-64.bin
65600
592
10
1e-3
120

6-64.bin
65600
592
10
1.3e-4
120

7-128.bin
129600
1184
10
5e-4
120

Table 3: Bit-error pattern characteristics

4. Input bitstream requirements

In order to avoid buffer overflow the video payload bitrate has to be smaller than or equal to the available payload bitrate of the radio bearer simulated. In the simulator continuous packet streaming is assumed, such that there is always application packet content available for transmission and there is no silence period between packets. It is up to the experimenter to ensure, that the packetized video stream with the added simulator packetization overhead fits into the available radio bearer. For best resource utilization, the available radio bearer bitrate should be matched as closely as possible. In practice this means, that the total transmission time required to transmit the input packet stream has to be smaller than the session time (length of the sequence), and should be as close to the session time as possible.

At the output of the simulator each delivered packet has a "time of arrival" field. The video rate should be adjusted if the time of arrival of some packets is not appropriate: too early -> buffering needed; or too late -> its playout time (calculated from packet timestamp field) passed. The allowed variance of "playout time - time of arrival" depends on the expected initial receiver buffering time which is determined by the application delay requirements.

4.1 Video streaming applications

· Only the average video rate has to match the available bitrate, and it is assumed, that the receiver buffer is large enough to smooth out any "playout time - time of arrival" variations.

· The required fixed frame rate is to be used, and video rate is allowed to be controlled only through changing the fixed QP that is used for all the frames of the sequence.

· It is allowed to use multi-pass off-line encoding, as streaming of pre-encoded stream can be assumed.

4.2 Video conversational applications

· No receiver buffering is assumed, so the "playout time - time of arrival" difference has to be minimized. Rate can be controlled by frame skipping, but the same QP is to be used for all frames of the sequence. The average frame rate is to match the required frame rate. The number of frames skipped should be chosen, such that:
abs(playout time - time of arrival) < 1/(input frame rate)

· There is a limitation on the allowed processing delay (encoding, packetization, de-packetization, decoding, error concealment).

· It is assumed, that a sequence is encoded and sent real-time so the characteristics are not known a-priori. Thus, coding efficiency and error resilience tools and their parameters are not allowed to be tuned to a given test sequence characteristics. 

4.3 Sequences, bitrates

The required video sequences and bitrates to be used in experiments are defined in Table 4. The sequences and bitrates required in [3] are overridden by this.

Sequence
Picture Size
Frame-rate (f/s)
To be used with physical layer rate (bits/sec)

Hall Monitor
QCIF
15
65600

Coastguard
QCIF
10
65600

Foreman*
QCIF
7.5
65600

Glasgow*
QCIF
15
129600

Paris
CIF
15
129600

Table 4: Sequences to be used

*: These sequences originate from a 25 f/s source, but for simplicity it can be assumed, that the original rate was 30 f/s, so the target frame-rates can be achieved by using constant frame skip.

Instead of encoding 4000 frames of the input sequence (as required in [3]), the sequence is to be encoded once (e.g. for Hall Monitor 300 original frames) and the encoded bitstream is run through the simulator 10 times with different starting position of the bit-error pattern, that are randomly chosen according to equal distribution over the whole bit-error pattern file. The PSNR of the decoded video is calculated for each run and the average PSNR plus the best and worst cases of the 10 runs are shown. This method is used to show the variation of the PSNR depending on the position of the losses.

5. Other issues 

In these common conditions no RTP/RTCP layer [2] functions were considered or simulated. The RTP layer functions of detecting packet loss and sequencing (in-order delivery) are substituted by similar functions of the lower layers. RTP time-stamping function can be considered redundant for video streams, where timing information is assumed to be contained in the video bitstream. Other RTCP functions for media synchronization and receiver statistics feedback can not be utilized in the off-line simulator.

For prioritization and unequal error protection RTP layer mechanisms could be utilized: e.g. unequal Forward Error Correction schemes or selective re-transmission. Neither of them were handled herein as they are considered application specific optional modes, and are currently not referenced by 3GPP/3GPP2 video conferencing or streaming over RTP/IP profiles.

6. Summary

In this document the common conditions for testing of video conversational and video streaming applications over RTP/IP in 3G wireless networks are defined. The 3G QoS framework was discussed and based on that assumptions and simplifications are made for applications in the 3G wireless environment. It is intended to build a simulator that can serve as testbed for evaluating the performance of video applications in the discussed 3G networks. The document aims to provide all the necessary information to build such a simulator. It also defines common requirements for all input bitstreams that are used in experiments with the simulator, in order to allow meaningful comparison between experiments and results of different proponents.
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� An example of an RRM acting to maintain guaranteed QoS demonstrates the complexity well: in case the radio channel conditions suddenly got worse the base-station may decide to change the modulation scheme and error protection in the physical layer in order to keep the residual bit-error rate in the given bounds. This results in an increased channel rate associated for the same video payload rate. If the new channel rate exceeds the capacity of the allocated dedicated channel, new timeslots have to be added to the current bearer in order to maintain the payload bitrate.
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