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Introduction

This document presents results from a core experiment described in document VCEG-L36. In particular, the complexity of prediction beyond picture edges is compared against the complexity of motion compensating multiple block sizes. 

Prediction Beyond Picture Edges

Decoder

The computational complexity in the decoder that is associated with prediction beyond picture edges lies in the amount of time necessary to expand the image planes. The table below shows the associated operations necessary to pad QCIF and CIF images. In practice, we estimate that expanding the image planes comprises between 3 and 5 per cent of an optimized H.263+ decoder. We would expect  similar results for H.26L. As such, prediction beyond edges does not carry great computational complexity.

The bigger impact of prediction beyond edges is the amount of extra memory needed. A QCIF image that is normally 11x9 macroblocks will be padded to 13x11. This requires 1.4x the memory for reference frames stored by the decoder. Similarly, a CIF image that is normally 22x18 macroblocks will be padded to 24x20. This requires 1.2x the memory for reference frames in the decoder. For certain applications, this memory requirement may pose problems, and the benefits of the increased quality should be weighed against the increased memory requirements.

Encoder

The additional computaional complexity in the encoder that is associated with prediction beyond picture edges is similar to that in the decoder. The operations necessary  to expand the image planes is similar to that in the decoder. In practice, we estimate this to take between 1 and 3 percent of an optimized H.263+ encoder, and this would probably consume a similar fraction in H.26L.

Although prediction beyond edges may impact the complexity of certain motion estimation strategies, it does not impact the motion estimation algorithm that is currently used in TML. The test model initializes the center of the motion search region to the motion vector prediction. If any part of the search region extends beyond the picture edge, the search region is moved to lie entirely within the picture. Therefore, there is a constant number of motion estimation searches per macroblock, regardless of its position in the image. If prediction over the edges were enabled, the search region would not have to be adjusted. The same number of motion searches would be done.

The final area that would incur additional complexity because of prediction over edges would be the ¼ pel interpolation routines. If macroblocks were interpolated on the fly as needed, there would be no additional complexity. The current TML, however, interpolates reference frames prior to encoding. Since a QCIF image will be expanded by 1.4x, and a CIF image will be expanded by 1.2x, the time to interpolate these reference frames would increase accordingly.

The following table details the complexity associated with prediction beyond picture edges.

	
	QCIF
	CIF

	Storage Complexity
	84480 extra bytes (w/ 5 ref frames)
	161280 extra bytes (w/ 5 ref frames)

	Complexity to expand images
	640 bytes read

16896 bytes written per frame
	1280 bytes read

32256 bytes written per frame



	Complexity of Luma Interpolation in Encoder
	6 tap filter: 6       add,  1       shift,  3       mult per pixel

                   4608  add,  768   shift,  2304 mult per macroblock

bilinear:     2        add,  1       shift,                  per pixel

                   6144  add,  3072 shift,                  per macroblock

Total:         10752 add,  3840 shift, 2304  mult per macroblock

With prediction beyond edges, QCIF has 1.4x number of macroblocks, CIF has 1.2x. 


Multiple Block Sizes

Encoder Complexity

This section analyzes the complexity of encoding with multiple block sizes according to the algorithm used in the current test model. The current test model allow motion estimation of blocks of sizes 16x16, 16x8, 8x16, 8x8, 8x4, 4x8, and 4x4. The motion estimation algorithm implemented in the software finds the best reference frame, ¼ pel motion vector(s), and minimum SAD (or SATD) for motion compensating the macroblock according to each block type.  The block type, reference frame, and motion vectors that yield the minimum SATD are then coded.

The breadth of the integer search is controlled by the search_range (sr) parameter.  The number of integer positions that will be searched can be (2*sr+1)2, (sr+1)2, or (sr/2+1)2 depending on the block type and reference frame that is being searched. The largest search range area is checked when the macroblock is compensated as a 16x16 block in the previous reference frame. The middle search range area is checked when compensating the macroblock as 16x16 in any other reference frame. The middle search range area is also used when compensating any block size (other than 16x16) in the previous image. Finally, the smallest search range is used when compensating the other block sizes in any of the reference frames other than the most recent.  The integer search tallys the SAD between the reference and compensated macroblocks, and has an early escape clause that terminates the SAD calculation if the running sum is greater than the minimum SAD.

The subpel search proceeds in two stages. First, the best ½ pel location is identified by searching all 9 half pel positions. Then, the best ¼ pel location is identified by searching the 8 nearest neighbors of the best ½ pel position. For the subpel search, the SATD is used (if the option is enabled).

Psuedocode of the search algorithm for a macroblock is as follows:

For each reference frame do,

For each blocktype do,



For each block in macroblock do,

  {




Find best integer position in search range




Find best subpel position around integer position



  }

When analyzing the complexity of this algorithm, it becomes apparent that regardless of the block type, for a macroblock, each search position will require 16 4x4 SAD calculations. The only difference in the complexity of compensating the 8x8 blocks compared with the 16x16 block sizes is the larger search range for the latter. (Note, an efficient implementation may reuse SAD calculations between various block types, but this is not done).

Given the search range, sr, and the number of reference frames, N, motion compensation for the 16x16 block size requires 16*(2*sr+1)2+16*(N-1)*(sr+1)2 4x4 SAD calculations and 272*N 4x4 SATD calculations. Compensating any of the other block types requires 16*(sr+1)2 + 16*(N-1)*(sr/2+1)2 4x4 SAD calculations and 272*N 4x4 SATD calculations per macroblock. The following table summarizes the complexity per macroblock for a search size of 12 and 5 reference frames.

	
	# of 4x4 SAD’s 
	# of 4x4 SATD’s

	16x16 Block Size, Previous frame
	10000
	272

	16x16 Block size, other frames
	10816
	1088

	Any other block, Previous frame
	2704
	272

	Any other block sizes, other frame
	3136
	1088

	
	
	

	Total 16x16
	20816
	1360

	Total 16x8
	5840
	1360

	Total 8x16
	5840
	1360

	Total 8x8
	5840
	1360

	Total 4x8
	5840
	1360

	Total 8x4
	5840
	1360

	Total 4x4
	5840
	1360

	Total
	55856
	9520

	
	
	

	Complexity per 4x4 block
	32 add, 16 abs, 32 mem
	96 add, 16 abs, 240 mem


As the table above indicates, the current test model software searches an extremely large number of positions for each macroblock. Although the complexity of the 4x4 SAD is stated as requiring 32 additions, 16 absolute values, and 32 memory accesses, the early exit condition will reduce the average complexity.  On average, about 45% of the SAD will be computed before the early exit is triggered. Therefore, the complexity of the SATD is about 6x the complexity of the SAD.  The table below tabulates the percentage of time taken in motion estimation of the various block types.

	Block Type
	Integer Search
	Subpel Search
	Total

	16x16
	18.4%
	7.2%
	25.6%

	16x8
	5.2%
	7.2%
	12.4%

	8x16
	5.2%
	7.2%
	12.4%

	8x8
	5.2%
	7.2%
	12.4%

	4x8
	5.2%
	7.2%
	12.4%

	8x4
	5.2%
	7.2%
	12.4%

	4x4
	5.2%
	7.2%
	12.4%

	Total
	49.6%
	50.4%
	100%


Conclusion

The complexity of prediction beyond picture edges and motion compensating with multiple block sizes has been analyzed. Prediction beyond edges does not significantly impact computational complexity, but it does impact the amount of storage needed. This should be considered when examining the quality benefits.

The motion estimation analysis has shown that 25% of the time is occupied compensating the 16x16 block type, and the remaining 75% is evenly divided for the other block types. More strikingly, 50% of the time is spent on the integer search, and 50% on the subpel search. During implementation of the encoder, a number of options are available for reducing the overall motion estimation complexity. By decreasing the search range, or combining estimation of the multiple block types, overall motion estimation time can be reduced. Similarly, if the subpel search is conducted after the best combination of block type, reference frame, and integer position is found, complexity would be reduced. These choices are left to the implementor of the standard. However, there is significant complexity associated with quarter pel accuracy that can not be alleviated. In the preceding analysis, quarter pel accuracy lead to computing the SATD at 17 locations. If third pel accuracy were used instead, only 9 SATD computations would be needed. This is nearly a 50% reduction in complexity. This should be considered when examining the objective quality benefits of ¼ pel versus 1/3 pel motion estimation.
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