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1 Introduction

In [2] significant entropy coding improvements to H.26L were demonstrated by using adaptive arithmetic coding rather than the universal variable length code (UVLC).  The probability distributions of different syntax elements of the current H.26L encoder are modeled adaptively.  These models drive an arithmetic coding engine.  In the most dramatic case, document [2] demonstrates significant gain at high Quant values, 30% for the Akiyo CIF sequence at 15Hz.

In addition to the work mentioned above, prior works [3], [4], and [5] have studied the improvement in entropy coding using VLCs.  With this restriction, the primary benefit is at high bit rates where coefficient data dominates.  Improvement at low bit rates is less impressive.   The work in [3] demonstrates the possible improvement in entropy coding of all symbols across a range of bit rates without modifying the symbols or UVLC only the association between the two.  This shows gains between 1 and 6 percent depending upon the sequence, but nothing approaching the gains mentioned above.  Our motivation was to capture some of the low bit rate gain shown in [2] with a low complexity solution.  

In this contribution, we present a simple technique for achieving coding gain at low bit rates within the UVLC coding model.  We focus on the coding of MBtype.  We use simple models for the MBtype probability distribution and minor modifications to the syntax to achieve significant gain on Low Motion sequences, and get slight improvements across other sequences.  We give possibilities for improving upon this technique in section 5.

2 Probability distribution of MBtype

Statistics on the frequency of MBtype were studied for various sequences and bit rates.  From this analysis it was decided to classify the MBtype distribution of a frame using three categories, Normal, High Motion, or Low Motion.  The example of Figure 1 shows the probability distribution of MBtype corresponding to three sequences together with the ideal probability distribution of UVLC codewords.  The value 1 corresponds to ‘Skip’.
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Figure 1 MBtype Distributions

2.1 Observations

The probability distributions of Figure 1 show different characteristics.  The UVLC distribution shows the probability distribution of the UVLC coding model.  The distribution corresponding to the News sequence matches this coding model well.  The Foreman sequence differs significantly.  Most significantly, the ‘Skip’ symbol is not the most probable.  The ‘16x16’ symbol is more than three ties as likely.  The Akiyo sequence also differs from the UVLC coding model.  In this case, the ‘Skip’ symbol probability exceeds 75%.  Use of the 1-bit codeword for this symbol is not efficient.

3 Coding MBtype

Based on the observations above, we use the probability distribution of MBtype to classify each frame of a sequence into one of three categories: Normal, High Motion, or Low Motion.  In our current work we base this classification on statistics of the prior frame.     We use a simple classification.  By default, a frame is classified as Normal.  If the probability of the ‘16x16’ MBtype exceeds the probability of the ‘Skip’ MBtype, the frame is classified as High Motion.  When the probability of ‘Skip’ dominates we compute the average run of ‘Skip’ symbols.  If this value exceeds 5, the frame is classified as Low Motion.  Classification of the distributions shown in Figure 1 is given in Table 1 below.  The encoder must signal this classification to the decoder.  Currently we insert a signal following the picture header consisting of one UVLC codeword as shown in the table.

Table 1 Classifications of Sample distributions

	Classification
	UVLC Code
	Sequence

	Normal
	    1
	News

	High Motion
	    001
	Foreman

	Low Motion
	    011
	Akiyo


The frame classification is used to control the encoding of MBtype.  For Normal frames the existing UVLC code and symbol set is used.  For High Motion frames, the only change is the assignment of symbols to codewords.  The symbols ‘Skip’ and ‘16x16’ are interchanged.  The 1-bit codeword ‘1’ is used to represent ‘16x16’ and the 3-bit codeword ‘001’ is used to represent ‘Skip’.  For Low Motion frames, the 1-bit codeword is not efficient for coding ‘Skip’ and we employ run-length coding.  The symbol ‘Skip’ is code by using the 1-bit codeword ‘1’ to signal ‘Skip’ followed by a code for the length of the run of ‘Skip’ symbols.  Currently, the UVLC is used to encode the run length.

4 Results

The figures below show the savings in bitrate by including our proposed adaptive coding of MBtype into the TML5.9 codec without arithmetic coding.  We illustrate the performance on sequences representative of each classification. We have successfully captured a significant amount of gain in the Low Motion sequence Akiyo.  This gain improves with increasing frame rate and resolution as seen by comparing results for the Akiyo sequence coded at QCIF 10Hz and the CIF 15Hz.  The gains in the High Motion sequence Foreman are minor but nonzero nonetheless.  For frames classified as Normal the only impact is one additional bit following the picture header.  Results for the News sequence show small loss at QP 16&20, this is a result of misclassifying frames.  Our current classification is based on statistics of the previous frame.  
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5 Possible Improvements

Better classification of frames and more efficient coding of classified frames may improve the basic idea of this proposal.

5.1 Frame classification
The method used for frame classification is up to the encoder.  Our current implementation uses the prior frame to estimate the probability distribution of MBtype in the current frame.   Classification can be improved if mode selection is done for the entire frame before encoding.  We can use the true distribution of MBtype values of the current frame rather than using the prior frame as an estimate.  This will eliminate any loss of performance due to misclassification and can improve the coding in general.

5.2 Improved coding
We adapt the coding of MBtype based on the classification of frame.  In High Motion frames, a simple technique is used to improve the coding of MBtype we can explore improving coding in High Motion frames.  In Low Motion frames, run-length coding is employed to efficiently code skipped blocks.  In the current method, the length of a run of skipped blocks is coded using the UVLC.  This is known to be sub-optimal.  More efficient codes can be developed for encoding the run-length parameter.  Study of frames classified as Low Motion indicates that the distribution of run lengths depends upon the resolution.  The resolution is already available to the decoder and can be used to improve the efficiency of our run-length coding.  

6 Conclusion

We propose a method for adapting the syntax used to represent the MBtype parameter.  The proposed method increases the efficiency of coding the MBtype symbol when the probability distribution of this symbol does not follow the UVLC coding model.  The proposal is compatible with the existing UVLC entropy code.  There is negligible additional complexity in the decoder.  Adaptive syntax provides the encoder with the ability to adjust the entropy coding to the statistics of the source.  If an encoder chooses it may continue to use the existing UVLC coding syntax with a penalty of one bit per frame.  Results show that an intelligent encoder can save up to 22% of the bitrate with a minor complexity increase using adaptive syntax.  We recommend adaptive syntax coding be adopted into H.26L.  Only minor modifications are necessary to support this functionality.  The syntax for signaling the frame classification as well as the syntax for coding a frame must be defined. The classification used by the encoder is implementation dependent.

7 Patent Intention

Sharp has intellectual property related to this contribution and has chosen to subscribe to sub clause 2.2 of the ITU-T patent policy under the condition of reciprocity
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