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1 Introduction

Our goal is to better understand the trade-off between coding performance (objective and subjective) and algorithm complexity (computational and storage) in H.26L.  To this end, we have identified nine technical areas of investigation.  In each area, we have designed experiments in the context of a set of common conditions to explore complexity and coding performance.  In addition, we have agreed upon measures of computational and storage complexity. In this document, we briefly describe the experiments for each of the nine technical areas, the measures of complexity and the set of common conditions.  

2 Investigation Areas and Associated Experiments

In this section, we identify the nine areas of investigation and describe the experiments to be performed for each. The experiments are divided into two groups.  The first group is designed to investigate technical areas that are primarily associated with the encoder. The second group focuses on issues associated with the entire codec. In each experiment, the codec will be modified only to facilitate the analysis.  When possible, coding details such as syntax elements and UVLC symbol mappings will remain unchanged.  Finally, details of the experiments are subject to change as the investigations evolve.

2.1 Encoder Investigations

The investigation areas in this subsection relate primarily to encoder coding decisions.  The results of the associated experiments may be used to improve the test model encoder and serve as the basis of implementer guidelines in the future.

2.1.1 Rate-Distortion Quantization vs. Simple Quantization

Experiment: Compare the coding efficiency and complexity of the following.

a) The latest TML test model with rate constrained quantization

b) The latest TML test model with simple quantization

Contributor: Tandberg
2.1.2 Intra and Motion Prediction Mode Selection

Experiment: Compare the coding efficiency and complexity of the following.

a) The intra and motion prediction mode selection strategy in the latest TML test model (Hadamard transform is used)

b) The intra and motion prediction mode selection strategy in the latest TML test model with no Hadamard transform

c) The intra and motion prediction mode selection strategy in the latest TML test model with “Gisle’s new transform”

Contributors: Telenor and Deutsche Telekom
2.1.3 Intra-Mode Selection Strategy for P Frames

Experiment:  Compare the coding efficiency and complexity of the following.

a) The intra-mode selection strategy for P frames in the latest TML test model

b) Advanced intra-mode selection strategy for P frames (to be designed)

Contributors: Telenor and Deutsche Telekom

2.1.4 Motion Search Range

Experiment: Compare the coding efficiency and complexity of the following.

a) The latest TML codec with motion search range limited ( 2 pels

b) The latest TML codec with motion search range limited ( 4 pels

c) The latest TML codec with motion search range limited ( 8 pels

d) The latest TML codec with motion search range limited ( 16 pels

e) The latest TML codec with UBC’s reduced complexity motion search

Contributors: UBC and TU Berlin

2.2 Codec Investigations 

The investigation areas in this subsection relate directly to both the encoder and decoder.

2.2.1 Number of Motion Prediction Blocks

Experiment: Compare the coding efficiency and complexity of the following.

a) The latest TML codec (7 motion prediction blocks)

b) The latest TML codec with 4 motion prediction blocks

c) The latest TML codec with 2 motion prediction blocks

d) The latest TML codec plus over picture boundary motion search 

e) The latest TML codec with 4 motion prediction blocks plus over picture 

boundary motion search

f) The latest TML codec with 2 motion prediction blocks plus over picture 

boundary motion search

Contributors: Telenor and Intel

2.2.2 Motion Search Accuracy and Filter Tap Size

Experiment: Compare the coding efficiency and complexity of the following.

a) The latest TML codec (1/4 pel motion accuracy + TML 6 tap filter)

b) The latest TML codec with 1/3 pel accuracy + TML 6 tap filter

c) The latest TML codec with ½ pel accuracy + TML 6 tap filter

d) The latest TML codec with 1/8 pel accuracy + 4 tap filter (to be designed)

e) The latest TML codec with 1/4 pel accuracy + 4 tap filter 

f) The latest TML codec with 1/3 pel accuracy + 4 tap filter

g) The latest TML codec with ½ pel accuracy + 4 tap filter

Contributors: UUI-Hannover, Telenor and Polycom
2.2.3 In-loop Deblocking Filter

Experiment: Compare the coding efficiency and complexity of the following.

a) The deblocking filter in the latest TML codec 

b) The deblocking tools proposed in Eibsee [Nokia, LG, Soongsil U.]

c) The deblocking tools proposed in Eibsee without integer divides

Contributors: Nokia, LG and Soongsil University
2.2.4 16 vs. 32 Bit Transform Accuracy

Experiment: Compare the coding efficiency and complexity of the following.

a) The transform in latest TML codec (32 bits)

b) a 16 bit implementation of the transform in the TML codec (efficiency analysis not needed as it will be identical to the TML codec)

c) An alternative transform (to be designed)

Contributors: Sharp and FastVDO
2.2.5 Number of Reference Frames

Experiment: To be designed.

Contributors: HHI

3 Common Conditions

As common conditions, we plan to use those specified in document VCEG–L38.

These conditions are similar to those described in document Q15-I62 with minor modifications to ease the workload of the contributors performing the experiments. 

4 Complexity Measures 

In this section, we briefly describe measures for both computational and storage complexity that will be used, where applicable, in the experiments describe above.  A more detailed description will follow when it is complete.

4.1 Computational Complexity

We will measure each algorithm’s computational complexity for an average and worst case.  For each case, the complexity is measured by tallying the number of:

· comparisons

· adds

· multiplies

· shifts

· temporary storage operations

· external memory accesses

on a per macroblock basis.  Average complexity will be measured for each of the sources specified in the common conditions document.  

4.2 Storage Complexity

We will measure the storage complexity of each algorithm by summing the number of bytes of memory allocated in all memory buffers of substantial size.  As it is probably sufficient to know the total storage complexity with an accuracy of a few percent, it is not necessary to count memory used for individual variable and very small memory buffers. 

5 Conclusion

We plan to present the results of these experiments at the next VCEG meeting.  It is our hope that these results will be useful to the VCEG in its effort to design a codec capable of achieving excellent coding performance with complexity constrained to allow for real-time implementations.  
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