ITU - Telecommunications Standardization Sector

STUDY GROUP 16 Question 6

Video Coding Experts Group (VCEG)

_________________

Twelfth Meeting: Eibsee, Germany, 9-12 January, 2001
Document  VCEG-L27

Filename: VCEG-L27.doc

Generated: 04 Jan ’01

Question:
Q.6/SG16 (VCEG)

Source:
Marta Karczewicz, Ragip Kurceren
Nokia Research Center 
6000 Connection Drive
Irving, TX, 75063 

Tel:
Fax:
Email:

+1 972 894 6907
+1 972 894 4589
ragip.kurceren@nokia.com

Title:
A Proposal for SP-frames

Purpose:
Proposal: H.26L

Summary

The functionalities that should be finally supported by H.26L standard are listed in Document Q15-H-07[2]. Furthermore, a set of necessary features/requirements for video streaming has been presented in Q15-G11[3]. The error resilience/recovery, bandwidth scalability, bitstream switching, processing scalability and random access are some of the features that are identified to be considered in the development of H.26L together with the coding efficiency.

In this contribution, we propose a new picture-type, SP-picture. SP-pictures make use of motion compensated predictive coding to exploit temporal redundancy in the sequence while still allowing identical reconstruction of the frame even when different reference frames are being used.  This new picture type provides functionalities for error resilience/recovery, bandwidth scalability, bitstream switching, processing scalability, random access.

We begin by a discussion of how SP-pictures can be used for in different functionality areas.  Then we provide a detailed description of encoding and decoding of SP-pictures. Finally, we provide simulation results illustrating the performance of SP-pictures in different applications. 

Motivation

One of the key requirements for video streaming is to scale the transmission bitrate of the compressed video according to the changing network conditions. In case of conversational services that are characterized by real-time encoding and point-to-point delivery, this is achieved by adjusting on the fly the source encoding parameters, such as quantization parameter or frame rate based on the network feedback. In typical streaming scenarios when already encoded video sequence is to be streamed to the client the above solution can not be applied.

The simplest way of achieving bandwidth scalability in case of pre-encoded sequences is by producing multiple and independent streams of different bandwidth and quality. The server dynamically switches between the streams to accommodate variations of the bandwidth available to the client. Since the encoding algorithms employ motion-compensated prediction, switching between bitstreams at arbitrary P-type pictures, although possible, would lead to visual artifacts due to the mismatch between the reconstructed frames at the same time instant of different bitstreams. The visual artifacts will further propagate in time. 

In the current video encoding standards, perfect (mismatch-free) switching between bitstreams is possible only at the positions where the future frames/regions does not use any information previous to the current switching location, i.e., at I-frames.  Furthermore, by placing I-frames at fixed (e.g. 1 sec) intervals, VCR functionalities, such as random access or "Fast Forward" and "Fast Backward" (increased playback rate) for streaming video content,  are achieved: User can skip a portion of video and restart playing at any I-frame location. Similarly, increased playback rate, i.e., fast-forwarding, can be achieved by transmitting only I–pictures.

It is, however, well known that I-frames require a lot more bits than the motion-compensated predicted frames. In this contribution, we propose a new picture type, SP-picture, that allows switching from one bitstream to another, enables VCR like functionalities without introducing any mismatch while still utilizing motion compensated prediction. The main property of SP-pictures is that identical SP-frames can be obtained even when different reference frames are used. 

Bitstream switching: An example of how to utilize SP frames to switch between different bitstreams is illustrated in Figure 1: Let us assume that there are 2 bitstreams corresponding to the same sequence encoded at different bitrates. Within each encoded bitstream, SP-pictures should be placed at the locations at which one wants to allow switching from one bitstream to another (pictures S1 and S2 in Figure 1). When switching from bitstream 1 to bitstream 2, another SP-picture will be transmitted (picture S12 in Figure 1). Pictures S2 and S12 in Figure 1 are represented by different bitstreams, i.e., S2  (S12 ) uses the previously reconstructed frames from bitstream 2 (1) as the reference frames, however their reconstructed values are identical. 

Random Access: Application of SP-pictures to enable random access is depicted in Figure 2. SP-pictures are placed at fixed intervals within bitstream 1 (e.g. picture S1 in Figure 2) which is being streamed to the client. To each one of these SP-pictures there is a corresponding pair of pictures generated and stored as another bitstream (bitstream 2):

1) I-picture, I2 in Figure 2, at the temporal location preceding SP-picture.

2) SP-picture, S2 in Figure 2, at the same temporal location as SP-picture.

Bitstream 1 can then be accessed at a location corresponding to an I-picture in bitstream 2. For example to access bitstream 1 at frame I2, first the pictures I2 S2 from bitstream 2 are transmitted and then the following pictures from bitstream 1 are transmitted. 

Fast-forward: If the bitstream 2 in Figure 2 constitutes of only SP-pictures predicted from each other but at larger temporal intervals (e.g. 1 sec) as illustrated in Figure 3, SP-pictures can be used to obtain "Fast Forward" functionality. Furthermore,  "Fast Forward" can start and stop at any location in the bitstream. Similarly, "Fast Backward" functionality can be obtained.

Video Redundancy Coding: SP-pictures have other uses in applications in which they do not act as replacements of I-pictures. Video Redundancy Coding can be given as an example (VRC). "The principle of the VRC method is to divide the sequence of pictures into two or more threads in such a way that all camera pictures are assigned to one of the threads in a round-robin fashion.  Each thread is coded independently. … In regular intervals, all threads converge into a so-called sync frame. From this sync frame, a new thread series is started. If one of these threads is damaged because of a packet loss, the remaining threads stay intact and can be used to predict the next sync frame.  It is possible to continue the decoding of the damaged thread, which leads to slight picture degradation, or to stop its decoding which leads to a drop of the frame rate. … Sync frames are always predicted out of one of the undamaged threads.  This means that the number of transmitted I-pictures can be kept small, because there is no need for complete re-synchronization."
 For the sync frame more than one representation (P-picture) is sent, each one using a reference picture from a different thread. Due to the usage of P-pictures these representations are not identical. Therefore mismatch is introduced when some of the representations can not be decoded and their counterparts are used when decoding the following threads. The use of SP-pictures as sync frames eliminates this problem. 

Error Resiliency/Recovery: Multiple representations of a single frame in the form of SP-frames predicted from different reference pictures, e.g., the immediate previously reconstructed frames and a recontructed frame further back in time, can be used to increase error resilience and/or error recovery. Now, consider the case when an already encoded bitstream is being streamed and there has been a packet loss leading to a frame loss. The client signals the lost frame(s) to the sender which responds by sending the next SP-frame in the representation that uses frames that have been already received by the client. 

We have described the application of SP-pictures in different application/functionality scenarios. Note that the bitstreams in the applications discussed above could have different bitrates, frame sizes and frame rates. Depending on the client's available bandwidth, decoding and viewing capabilities, the appropriate streams can be streamed and moreover, the streams could be dynamically changed to accommodate any changes in network or client's conditions. In the following we provide a detailed description of SP-picture encoding/decoding within the context of H.26L. 

SP-Picture

In the following, the changes required in H.26L in order to introduce SP-picture are described.

1.1 SP-Picture decoding

Additional picture types Ptype Code_number=5 is added signaling SP-picture: 

SP-picture has the same syntax as P-picture however interpretation of some of the syntax element differs for Inter and Copy type macroblocks. The macroblocks with type "Inter" are reconstructed as follows:

1) Decode levels (both a magnitude and a sign) of the prediction error coefficients, Lerr, and motion vectors for the macroblock.

2) After motion compensation, for each 4x4 block in the predicted macroblock, perform forward transform (Section 4.1 in [1]). For chroma component, perform an additional 2x2 transform for the DC coefficients (Section 4.2 in [1]). Quantize obtained coefficients K

Lpred =(KxA(QP) + 0.5x220)/220
where constant A(QP) is defined in Section 4.3.3 in [1]. Add the quantized prediction image coefficients, Lpred , to the prediction error coefficients levels, i.e., Lrec= Lerr+ Lpred.
3) The coefficients, Lrec, are dequantised and inverse transform is performed for these dequantized levels. Dequantisation and inverse transform are performed as defined in [1]. The reconstructed values are equal to the result of the inverse transformation shifted by 20 bit (with rounding).

For Copy type macroblocks, only steps 2 and 3 are performed. While applying the deblocking filter, both Inter and Copy macroblocks are treated as Intra macroblocks with coefficients represented by Lrec.
1.2 SP-Picture Encoding

Examples of how to encode 

1) SP-picture placed within a single bitstream (pictures S1 and S2 in Figure 1 and picture S1  in Figure 2) . 

2) SP-picture which is transmitted when switching from one bitstream to another (picture S12 in Figure 1 and picture S2  in Figure 2).

are presented below.

When encoding an SP-picture placed within a bitstream, the prediction error coefficients can be obtained as follows: 

1) After motion compensation, for each 4x4 block in the predicted macroblock and in the original image, forward transform is performed. For chroma component an additional 2x2 transform for DC coefficients is performed. The transform coefficients for the original image are denoted as Korig and for the predicted image as Kpred. 
2) Transform coefficients for the predicted blocks are quantized as specified in Section 4.3.3 [1] with f=0.5. Obtained levels are denoted as Lpred. 

3) The prediction error coefficients are obtained by Kerr = Korig - Lpredx220/A(QP) and can be quantized using one of the methods specified in Section 5.3 of TML [1]. 

Let as assume that we want to encode the SP-picture, denoted as S12, to switch from bitstream 1 to bitstream 2 (Figure 1). The reconstructed values of this picture have to be identical to the reconstructed values of SP-picture in bitstream 2, denoted as S2, to which we are switching to. The bitstream of the Intra macroblocks in frame S2 are copied to  S12. The encoding of Inter mackroblocks is performed as follows: 

1) Form the predicted frame for S12 by performing motion estimation with the reference frames being pictures preceeding S1 in bitstream 1. 

2) Perform for each 4x4 block in the predicted macroblock 4x4 forward transform. An additional 2x2 transform for DC coefficients of the chroma component is performed.

3) Quantise the obtained coefficients and subtract the quantized coefficient levels from the corresponding Lrec of S2-picture. The resulting levels are the levels of the prediction error which will be transmitted to the decoder.
Results

We have implemented SP-pictures in TML-4.2. In the following we report some of the simulation results based on the recommended conditions in [4]. The results reported here are for the hall and container sequences while further results for news, silent, foreman, paris, mobile and tempete sequences, can be obtained in VCEG-L27_expn.xls.

The experiments reported in this contribution are as follows:

Experiment 1 : Comparison of coding efficiency of I, P and SP-pictures. This experiment is to show real difference in coding efficiency of each picture type.

Experiment 2 : Comparison of performance of I and SP-pictures when inserted periodically. This experiment demonstrates how much improvement can be obtained using SP-frames instead of I-frames for random access and bitstream switching.

Experiment 3: Comparison of I and SP-picture performance in fast-forward application.

Experiment 1 : Comparison of coding efficiency of I, P and SP-pictures:

Figure 4 illustrates  the comparison of the coding efficiency of each picture type, namely I, P and SP frames in terms of their PSNR as a function of  bitrate performances for the selected sequences (container and hall sequences). These results are generated by encoding every frame in the sequence with the same picture type, i.e., I, P or SP, except the first frame which is always an I-frame. As can be observed from Figure 4, the coding efficiency of an SP-picture is worse than P-frames while it is significantly much better than that of I-frames. Although the coding efficiency of each picture type is important, it is important to note that the SP-frames provide functionalities that are usually achieved only with I-frames. Further results can be found in VCEG-L27_exp1.xls.

Experiment 2 : Comparison of performance of I and SP-pictures when inserted periodically: 

In the following we illustrate the simulation results when SP and I-frames are introduced at fixed intervals. Figure 5 illustrates the results obtained with the following conditions: The first frame is encoded as an I-Picture and at fixed intervals, in this case 1sec, the frames are encoded as I or SP–pictures while the rest of the frames are encoded as P-pictures. Also included in Figure 5 is the performance achieved when all the frames are encoded using P-frames. Note that in this case, none of the functionalities mentioned earlier can be obtained while this provides a benchmark for comparison of both SP and I-picture cases. As can be observed from Figure 5, SP-pictures while providing the same functionalities as an I-picture yield significantly better performance in terms of PSNR as a function of bitrate. For example for the Hall sequence, around 40Kbps, there is 2-2.5dB improvement when SP-frames are used instead of I-frames. Further results can be found in VCEG-L27_exp2.xls.

In  Table 1-4 we illustrate the average sizes of SP-frames (denoted as S12 in Figure 1) used to switch from one bitstream to another for selected sequences. Also included are the average I-frame sizes. The following notation is being used: the QP on the rows indicate the first bitstream while the QP on the columns indicate the second bitstream. As can observed from Table 1-4, S12  sizes depend on both bitstreams, i.e., the bitstream the switching is occuring from and to. In almost all the cases S12 sizes are smaller than I-frames. Specifically when the switching is from the bitstream with better quality, S12 –picture sizes are considerably smaller than I-frames. More importantly, S12 -frames will only sent when there is a switch between bitstreams while I-frames are always sent even when there is no switch. The results presented indicate that SP-picture performance is considerably better than I-frame performance in bitstream switching. 

Experiment 3: Comparison of I and SP-picture performance in fast-forward application

Figure 6 demonstrates the performance improvement using SP-pictures instead of I-frames for "Fast-forward". We also include the performance achieved by using only P-frames. Note again, in this case, restarting playing is not possible without a mismatch. Nevertheless, this provides another benchmark for comparison of the other schemes. As can be observed from Figure 6, there is significant improvement with SP-pictures over I-pictures. For container sequence at 10Kbps, an improvement of 5.5dB can be obtained. Further results can be found in VCEG-L27_exp3.xls.
Conclusion

A new picture type, SP-pictures, is being proposed for consideration in the development of H.26L. We have provided a detailed description of encoding and decoding of SP-pictures. We have also presented the experimental results illustrating the performance of SP-pictures in different application scenarios. The results clearly demonstrate the performance improvement with SP-pictures over I-pictures in these applications.

SP-pictures addresses most of the key requirements that are identified to be supported by H.26L standard with significant improvements over the earlier solutions. We propose that SP-pictures is adopted in the standardization of H.26L.
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Figure 1: Switching between bitstreams 1 and 2 using SP-pictures.
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Figure 2: Random access using SP-pictures.
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Figure 3: Fast-forward using SP-pictures.


Figure 4: Comparison of coding efficiencies of I, P and SP-pictures.


Figure 5: Comparison of performance of SP and I-pictures when used at fixed 1sec. intervals.


Figure 6: Performance of SP and I-frames in Fast-Forward application, 1sec. intervals.
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Table 1: Sizes of SP-pictures used to switch from one bitstream to another for the sequence "hall".
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Table 2: Sizes of SP-pictures used to switch from one bitstream to another for the sequence "container".
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Table 3: Sizes of SP-pictures used to switch from one bitstream to another for the sequence "foreman"
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Table 4: Sizes of SP-pictures used to switch from one bitstream to another for the sequence "news"
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� The description of VRC is copied from S. Wenger, “Simulation Results for H.263+ Error Resilience Modes K, R, N on the Internet”, ITU-T, SG16, Question 15, document Q15-D-17, 7-Apr-1998.
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