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In the current H26L test model [1], entropy coding is done using the Universal Variable Length Code (UVLC) for all syntax elements. The UVLC is not reversible but has a resynchronization property that can be used in place of reverse decoding.  We examining the resynchronization of the UVLC under bit errors in an effort to increase understanding of reverse decoding with the UVLC. We illustrate the effect of bit errors upon a sequence of UVLC codewords. An important point for effective use of reversible decoding is the ability to detect and localize errors in the bitstream.  In this study we examined an earlier proposal that provides reversible decoding with a general VLC [2].  This gives the advantages of reversible decoding without placing structure upon the codewords of the VLC.

Synchronization
The UVLC codewords are composed of data bits and synchronization bits.  The data bits are interleaved between 0-bits and a final 1-bit is used to mark the end of a codeword.  A typical codeword has the form 0x0x…0x1.  The codewords are of odd length and the synchronization bits are in even positions within the codeword.  The synchronization bits specify the location of codeword boundaries.  When a bit error damages a synchronization bit, the data bits are misinterpreted as synchronization bits and visa-versa.  Such an error changes the location of codeword boundaries the decoder is said to lose synchronization.  Since the codewords are of odd length, the position of data and synch bits within the bitstream alternates with each codeword.  This property of the UVLC enables the decoder to recover synchronization following a single bit error eliminating the propagation of error. 

Bit errors 

To understand the impact of bit errors, we identify three types of bits within a UVLC bitstream, data bits, 1-synch bits, and 0-synch bits.  Examination of the UVLC codewords shows that the probability of a 1-synch bit nearly 62% while the 0-synch bit and data bits have equal probabilities near 19% each.  We illustrate the impact of a bit error in each of these positions.  For notation we assume a bitstream containing a sequence of UVLC codewords {C0,  …, Cj, Cj+1,…} corresponding to a sequence of symbols {S0, .., Sj, Sj+1, …}.  A bit error will damage the sequence of codewords modifying the sequence of decoded symbols. The codeword containing the error is damaged but additional damage may result when the location of codeword boundaries is disrupted.  The expression Kx will denote a modified codeword and Dx a modified symbol. An examination of various cases is given below.

Data bit error 

When a bit error occurs in a data bit of a codeword, Cj, codeword boundaries are not modified.  Codeword Cj is replaced by codeword Ka.  In the sequence of decoded symbols the symbol, Sj, is replaced by a different symbol Da. 

Codewords: {…, Cj-1, Cj, Cj+1,…} -> {…, Cj-1, Ka, Cj+1,…}

Symbols: {…, Sj-1, Sj, Sj+1, …} -> {…, Sj-1, Da, Sj+1, …}.

 0-synch bit error

When a 0-synchronization bit is damaged, the codeword boundaries are disrupted.  The original codeword Cj is shorted to codeword Ka.  Further results depend upon the values of the data bits of Cj.  

If no data bit of Cj is 1, the remaining part of Cj is merged with the codeword Cj+1 to form codeword Kb.  The code resynchronizes to the beginning of Cj+2. Da and Db replace the symbols Sj and Sj+1 respectively.

Codewords: {…, Cj-1, Cj, Cj+1, Cj+2,…} -> {…, Cj-1, Ka, Kb, Cj+2,…}

Symbols: {…, Sj-1, Sj, Sj+1, Sj+2, …} -> {…, Sj-1, Da, Db, Sj+2, …}.

If at least one data bit of Cj is 1, the first such data bit marks the end of the codeword Ka.  The remaining part of Cj is taken as codeword Kb.  The code resynchronizes to the beginning of Cj+1. The pair of symbols Da and Db replaces the symbol Sj.

Codewords: {…, Cj-1, Cj, Cj+1, …} -> {…, Cj-1, Ka, Kb, Cj+1,…}

Symbols: {…, Sj-1, Sj, Sj+1, …} -> {…, Sj-1, Da, Db, Sj+1, …}.

1-synch bit error

When a 1-synchronization bit is damaged, the codeword boundaries are disrupted.  The original codeword, Cj, is merged with subsequent codewords depending on the value of data bits in the following codeword Cj+1.

If the codeword Cj+1 has no data bit with value 1, the codewords Cj, Cj+1, and Cj+2 are merged into a single codeword Ka.  The code resynchronizes to the beginning of Cj+3.  The symbol Da replaces the symbol Sj.

Codewords: {…, Cj-1, Cj, Cj+1, Cj+2, …} -> {…, Cj-1, Ka, Cj+2,…}

Symbols: {…, Sj-1, Sj, Sj+1, Sj+2, Sj+3…} -> {…, Sj-1, Da, Sj+3, …}.

If the codeword Cj+1 has a data bit with value 1, the first such bit marks the end of the codeword Ka.  The remaining part of Cj+1 forms codeword Kb.  The code resynchronizes to the beginning of code Cj+2.

Codewords: {…, Cj-1, Cj, Cj+1, Cj+2, …} -> {…, Cj-1, Ka, Kb, Cj+2,…}

Symbols: {…, Sj-1, Sj, Sj+1, Sj+2, …} -> {…, Sj-1, Da, Db, Sj+2, …}.

Table 1 Summary of bit errors in UVLC

Type of error in Cj
1-data bits in Cj+1
Effect on sequence of symbols

Data bit
NA
Sj damaged

0-synch bit
No
Sj and Sj+1 damaged

0-synch bit
Yes
Sj replaced by two symbols

1-synch bit
No
Sj, Sj+1, and Sj+2 replaced by a single symbol

1-synch bit
Yes
Sj replaced by two symbols

From the analysis above we see that bit errors modify the sequence of decoded symbols by damaging individual element and by insertions and deletions.  

Error detection

It is important to realize that errors in the codewords themselves cannot be detected since the set of UVLC codewords is complete.  Illegal codes may be detected if they correspond to an index greater than that allowed by the current syntax, but this may be the result of an earlier error that is just now detectable.  In the case of coefficient data, the index for the VLC is so large that this is not a valuable test for presence of errors.  To detect errors we rely on higher level information.  In many instances the number of symbols may be known.  For instance, when decoding a partition of motion vectors we may know the number of motion vector components that must be decoded.  Other cues can be used to detect the presence of errors:

· Bitstream does not end on a codeword boundary

· More than 16 coefficients in a transform block

· Odd number of motion-vector symbols

· Invalid reconstruction, motion vectors outside of the frame

In general we may not be able to detect when symbols have been deleted due to an error at one point and added due to a subsequent error leaving total number of symbols constant.  Even when an error is detected these tests only indicate the presence of an error since the last synchronization point not the position of the error within the bitstream.

Symbol Association

The resynchronization property of the UVLC creates a bitstream that eliminates error propagation due to bit errors but opens up the problem of symbol association.  During decoding there is an implicit correspondence between decoded symbols and macroblocks.  Symbols are associated with macroblocks in the order that they are decoded.  An error in a UVLC bitstream may insert or delete a symbol from this list.  This may cause subsequent symbols that are correctly decoded to be associated with the wrong macroblock.  We must handle a list of symbols that is too short or too long.

Analogous to decoding in the reverse direction, when the length of the symbol list is not modified both forward and reverse symbol associations agree, but when the list length is modified the methods differ.  When symbols are deleted, forward association will omit assigning symbols to the final macroblocks while reverse association will omit the initial macroblocks.  Neither of these is optimal and a decision must be made as to which macroblocks to exclude.  This is equivalent to deciding on the location of the error within the bitstream.  As mentioned in [2], information may be provided from the channel that helps determine the error location but without such information the problem is intractable. When symbols are inserted a similar situation arises.  To effectively utilize the resynchronization property of the UVLC a method for associating symbols to macroblocks must be specified.

Summary

The resynchronization property of the UVLC allows decoding through bit errors and recovering alignment with codeword boundaries.  The resynchronization tends to hide the existence of errors and the problem of associating decoded symbols with the correct macroblock arises.  This problem is equivalent to determining the location of errors within the bitstream.  The relevance of localizing errors within the bitstream was pointed out earlier in [2].  The method describe there can give similar error resilient performance to a general VLC.
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