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Introduction

In this document results of the Core Experiments on Adaptive Block Transforms (ABT) are given. The performance of the scanning method and the performance of a real code design are evaluated. The results show that the coding scheme is able to perform near to the limit given by the 1st order entropy rate estimation.

The results given in this document are produced on a non-optimized basis, i.e. no RD quantization, no Single Coefficients Removal and no deblocking filter are employed. The implementation starts off from TML-4. All results (TML as well as ABT) are produced on this basis. The PSNR results are given in the accompanying Excel document VCEG-L16.xls. Subjective evaluations will be provided during the meeting.

Simulation Conditions

Simulations were performed on the test sequences defined in [Q15-I62] (Forrest is exchanged by Hall_Monitor). The quantization parameter was chosen in the range QP = [10:30].

There are three versions of the ABT coder to be compared to the TML coder. These are described below. The reference coder used in the simulations was the TML-4 coder with no deblocking filter, RD-quantization switched off and with no Single Coefficients Removal. In the results, this coder is labeled TMLnoopt. Since the application of ABT is a fundamental change to the test model we decided to use this ‘low level’ comparison. The optimization steps included in the higher versions of the TML will be examined in our future work. 

ABTscan16

The first coder to be examined is the ABT coder proposed in Portland [Q15-K24,25]. In this proposal, a scanning method is used that allows for application of the TML code table. All blocks are scanned using the zigzag scan. For the blocks > 4x4 the scan is cut into scan blocks containing 16 coefficients each. The CBP is employed on sets of 4 scan blocks each. For details, see [Q15-K24].

In order to obtain equitable performance measurements we switched off the optimization strategies included in [Q15-K24,25] (i.e. single coefficient removal). To exclude influences of the performance of the coding table, a rate estimation for the ABT coefficients is employed. This coder is labeled ABTscan16. 

ABTentr

The second implementation includes the ‘Big Scan’ scanning method described in [VCEG-L15]. Here, the transformed blocks are all fully scanned. The size of CBPY changes from 1 bit (block size 16x16) to 4 bit (block size ≤ 8x8) depending on the MB mode. In this experiment, the CBP is encoded as described in the TML. No single coefficient removal or RD quantization is applied. The 16x16 ICT T16sharp proposed in [VCEG-L12] is used. A comparison of this 16x16 ICT and the ICT T16ient proposed in [VCEG-L15] can be found in [VCEG-L12]. Again, the rate estimation is used  to rule out the influence of a code design on the comparison.

ABTscode

Finally, results are given for an implementation with a first real code design provided by Sharp. The coder is the same as for ABTentr besides that a real coding table is employed for ABT coefficients. Code tables are given for each MB mode. Again, no single coefficient removal or RD quantization is applied. For a detailed description of the code design see [VCEG-L11, VCEG-L19].

Entropy Estimation

The rate estimation in the experiments described above is carried out using the 1st order entropy. To estimate the rate, the encoding of the ABT coefficients is switched off. For each coded sequence, the frequency of the ABT (Level,Run)-symbols is counted. After the sequence is fully encoded, the 1st order entropy of the ABT coefficients is calculated separately for each MB mode and the resulting rate estimate is added to the rate counted for the other code elements.

Discussion and Conclusion

The overall performance of the ABT scheme is improved by the application of the Big Scan instead of the 16-coefficients scan blocks. Only at very low bit rates ABTscan16 may gain some PSNR with respect to ABTentr. The performance of the non-optimized ABTscan16 degrades especially at high rates.

The plots in VCEG-L16.xls show that ABTscode performs very close to ABTentr for the QCIF sequences. At high rates for CIF sequences there is a small loss. However, since a single fixed set of code tables was used for all sequences at all quantization parameters, this proves the robustness of the code design.

ABTscode reveals a gain of up to approximately 0.4 dB with respect to TMLnoopt at medium to high bit rates. At very low bit rates the RD performance of TML and ABT is comparable. 

We propose to continue the core experiment on Adaptive Block Transforms. Topics of the experiment should be the final code design, RD optimization and deblocking filter.
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