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Introduction

In this document the coding elements used for the application of Adaptive Block Transforms are described. 

Adaptive Block Transforms

In the TML seven tilings of a macroblock with a corresponding set of motion vectors are used for motion compensation. Each of the occurring blocks shall be coded with a transform of the maximum applicable size. For the transformation of the 16x16, 16x8, 8x16, 8x8, 8x4, 4x8, and 4x4 blocks, horizontal and vertical transform matrices of size 4x4, 8x8, and 16x16 are needed.
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Figure 1: Macroblock modes in TML-4

The blocks are transformed by


Cnxm = Tm x Bnxm  x  TnT,
(1)

where Bnxm denotes a block with n pixels m rows. Tn and Tm are the horizontal and vertical transform matrices  of size nxn and mxm, respectively. Cnxm denotes the transformed nxm block. The transform matrices are not normalized. Normalization is performed during the quantization and dequantization procedures.

Motion Estimation

The variable transforms of ABT have to be considered during motion estimation. Here, the SATD is calculated using the block size given by the macroblock mode. Hadamard transforms of size 4x4, 8x8, and 16x16 are employed. Besides the SATD, the motion estimation is unchanged from the TML.

Integer Transform Matrices

The transform matrices are integer approximations of the DCT of size 4x4, 8x8, and 16x16. In the following the integer transforms are denoted by ICT for Integer Cosine Transform. The 4x4 ICT is given in the TML. The 8x8 ICT was proposed in [Q15-K24]. The 16x16 ICT proposed here is examined in [VCEG-L12]. The matrices of size 8x8 and 16x16 are given below.

T8 = [

 17  17  17  17  17  17  17  17

 24  20  12   6  -6 -12 –20 -24 

 23   7  -7 -23 -23  -7   7  23

 20  -6 -24 –12  12  24   6 -20

 17 -17 –17  17  17 -17 –17  17

 12 -24   6  20 -20  -6  24 -12

  7 –23  23  -7  -7  23 -23   7

  6 -12  20 –24  24 -20  12  -6 ];

T16 = [

 17  17  17  17  17  17  17  17  17  17  17  17  17  17  17  17 

 21  21  21  21  15   7  15   7  -7 -15  -7 -15 -21 -21 -21 -21 

 24  20  12   6  -6 -12 -20 -24 -24 -20 -12  -6   6  12  20  24 

 15   7  15   7 -21 -21 -21 -21  21  21  21  21  -7 -15  -7 -15 

 23   7  -7 -23 -23  -7   7  23  23   7  -7 -23 -23  -7   7  23 

 21  21 -21 -21 -15  -7  15   7  -7 -15   7  15  21  21 -21 -21 

 20  -6 -24 -12  12  24   6 -20 -20   6  24  12 -12 -24  -6  20 

 15   7 -15  -7  21  21 -21 -21  21  21 -21 -21   7  15  -7 -15 

 17 -17 -17  17  17 -17 -17  17  17 -17 -17  17  17 -17 -17  17 

 21 -21 -21  21   7 -15  -7  15 -15   7  15  -7 -21  21  21 -21 

 12 -24   6  20 -20  -6  24 -12 -12  24  -6 -20  20   6 -24  12 

  7 -15  -7  15 -21  21  21 -21  21 -21 -21  21 -15   7  15  -7 

  7 -23  23  -7  -7  23 -23   7   7 -23  23  -7  -7  23 -23   7 

 21 -21  21 -21  -7  15  -7  15 -15   7 -15   7  21 -21  21 -21 

  6 -12  20 -24  24 -20  12  -6  -6  12 -20  24 -24  20 -12   6 

  7 -15   7 -15  21 -21  21 -21  21 -21  21 -21  15  -7  15  -7];

The T16 is constructed using the 8x8 ICT T8 for the even basis vectors. The odd basis vectors can be constructed using a 16x16 Hadamard matrix and a 16x16 conversion matrix consisting of the submatrix

C8 = [

    16     0     0    -2     5     0     0     2

     0    16     2     0     0     5    -2     0

     0    -2    16     0     0     2     5     0

     2     0     0    16    -2     0     0     5

    -5     0     0     2    16     0     0     2

     0    -5    -2     0     0    16    -2     0

     0     2    -5     0     0     2    16     0

    -2     0     0    -5    -2     0     0    16];

in the lower left corner and zeros elsewhere. This property of the T16 matrix can be used for an efficient implementation.

Quantization Tables

The quantization is performed the same way as in the TML. Here, five quantization tables are needed for the 7 MB modes. The quantization tables are listed below. They are the same as in [Q15-K24]. The quantization table for 4x4 blocks can be taken from the TML. The values in the quantization tables follow the condition

Anxm * Bnxm * N²nxm = 2^40.

where N²nxm denotes the norm of the nxm block transforms given below.

QUANTIZATION TABLES

	QP
	16x16
	16x8 = 8x16
	8x8
	8x4 = 4x8

	
	A
	B
	A
	B
	A
	B
	A
	B

	0
	91
	565
	128
	803
	181
	1136
	335
	2100

	1
	81
	635
	114
	902
	162
	1270
	299
	2353

	2
	72
	714
	102
	1008
	144
	1428
	266
	2645

	3
	64
	803
	91
	1130
	128
	1607
	237
	2968

	4
	57
	902
	81
	1270
	114
	1804
	211
	3334

	5
	51
	1008
	72
	1428
	102
	2017
	188
	3742

	6
	45
	1143
	64
	1607
	91
	2260
	168
	4188

	7
	40
	1286
	57
	1804
	81
	2539
	149
	4721

	8
	36
	1428
	51
	2017
	72
	2857
	133
	5289

	9
	32
	1607
	45
	2286
	64
	3214
	118
	5962

	10
	29
	1773
	40
	2571
	57
	3609
	105
	6700

	11
	25
	2057
	36
	2857
	51
	4033
	94
	7484

	12
	23
	2236
	32
	3214
	45
	4571
	84
	8375

	13
	20
	2571
	29
	3546
	40
	5142
	75
	9380

	14
	18
	2857
	25
	4114
	36
	5714
	67
	10500

	15
	16
	3214
	23
	4472
	32
	6428
	59
	11924

	16
	14
	3673
	20
	5142
	29
	7093
	53
	13274

	17
	13
	3956
	18
	5714
	25
	8228
	47
	14968

	18
	11
	4675
	16
	6428
	23
	8943
	42
	16750

	19
	10
	5142
	14
	7346
	20
	10285
	37
	19014

	20
	9
	5714
	13
	7911
	18
	11428
	34
	20691

	21
	8
	6428
	11
	9350
	16
	12856
	30
	23450

	22
	7
	7346
	10
	10285
	14
	14693
	26
	27058

	23
	6
	8571
	9
	11428
	13
	15823
	24
	29313

	24
	6
	8571
	8
	12856
	11
	18700
	21
	33500

	25
	5
	10285
	7
	14693
	10
	20570
	19
	37026

	26
	5
	10285
	6
	17141
	9
	22855
	17
	41382

	27
	4
	12856
	6
	17141
	8
	25712
	15
	46900

	28
	4
	12856
	5
	20570
	7
	29385
	13
	54116

	29
	3
	17141
	5
	20570
	6
	34283
	12
	58625

	30
	3
	17141
	4
	25712
	6
	34283
	10
	70350

	31
	2
	25712
	4
	25712
	5
	41139
	9
	78167


	Block Size
	Norm N²nxm

	16x16
	16 * 17^2

	16x8
	8 * sqrt(2) * 17^2

	8x16
	8 * sqrt(2) * 17^2

	8x8
	8 * 17^2

	8x4
	4 * sqrt(2) * 13 * 17

	4x8
	4 * sqrt(2) * 13 * 17

	4x4
	4 * 13^2


Scanning Method

For encoding of the quantized ABT coefficients the blocks are scanned using full scans of each subblock of the coded macroblock. The zigzag scan is applied. Figure 2 depicts the scans for 4x4, 4x8 and 8x8 blocks as examples. The scans for the other modes are constructed the same way. For blocks with directional segmentation (i.e. 16x8, 8x16, 8x4, 4x8) the scan starts in direction of the longer block edge. In the following this scanning method is denoted as Big Scan.

Figure 2. Example: Big Scan for 4x4, 4x8 and 8x8 blocks. The scans of the other MB modes are constructed in the same manner.


Coded Block Pattern CBPY

The value range of the Coded Block Pattern for Luma (CBPY) is connected to the chosen MB mode for the macroblock to be coded. For modes 1-4 the size of the CBPY blocks corresponds to the block size used for motion compensation and transform. For the higher MB modes the CBPY ordering as described in the TML is used. Since the statistics of the CBPY differ for each MB mode the mode should be reflected in the final design of the coding table for the CBP. The numbering of the CBPYs for each MB mode is given in Figure 3.

Figure 3. Numbering of the CBPY in case of ABT.


VLC

There is no final code design for the time being. The Core Experiment Reports [VCEG-L11,VCEG-L16] indicate that the application of separate code tables for each MB mode is the right way to realize the theoretical performance gain of ABT.

Conclusion

The coding elements for Adaptive Block Transforms are described. The rate/distortion performance of the proposed scheme is evaluated in the Core Experiment Reports [VCEG-L11, VCEG-L16]. There, a performance evaluation with rate estimation using 1st order entropy, as well as results using a real code design are given. The plots show that it is possible to realize the estimated RD performance with a real code design. 

Note that no optimization was introduced for the time being. I.e. no RD quantization and no Single Coefficients Removal were used. Also, no deblocking filter was included. These elements will be topics of our future work.
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