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Introduction

Results of H.26L Core Experiments on Adaptive Block Transform are presented in this document. A comparison of several scanning methods is given. A codebook is designed and tested for the ABT full-size scan. And future works regarding ABT optimization and CBP coding are discussed. 

Scanning Method

In Q15K24/25, scan blocks of 16 coefficients were applied in order to make the TML UVLC applicable. However, the TML UVLC does not match the statistics of the ABT coefficients when the coefficients are scanned sequentially in a zigzag order. In the early stage of this experiment, an interlaced scanning approach was applied to get a better match to the TML UVLC. During the interlaced scan, each ABT block is symmetrically divided into 16 regions, which form a 4(4 pattern. Then, a group of 16 coefficients, each from a corresponding region, are considered as a 4(4-scan block, and a 4(4 zigzag scan or some other scanning methods can be applied through all the coefficients. Since it is still 16-coefficient scan, the TML CBP scheme can be applied with a coded block defined as a group of interlaced coefficients.

The interlaced approach did give a better match to TML UVLC; however, experiments showed that the improvement with the interlaced scan is not very significant. Therefore, a scanning method with scan block size other than only 4(4 is developed and tested.

The scanning method we proposed is based on the ABT block. To avoid introduce extra EOB’s, a single scan (or full-size scan) is applied to each ABT block. A variety of scanning methods have been tested in the 4(4 interlaced scan, but shown no significant improvement. Therefore, the zigzag scan is proposed and applied in our implementation of the full-size scan. The following table lists number of coded blocks and number of blocks in each coded blocks for each of the seven MB_MODE’s. Currently, the 4-bit TML CBPY, which is not an optimal approach, is temporally used to signal which ABT block is actually coded. 

MB_MODE
ABT Block Size
Number of Coded Blocks
Number of Blocks in each Coded Block

1
16(16
1
1

2
16(8
2
1

3
8(16
2
1

4
8(8
4
1

5
8(4
4
2

6
4(8
4
2

7
4(4
4
4

The test sequences FOREMAN and MOBILE were used in the experiments. The rate/distortion curves for the sequences were measured with the quantization parameters from 10 to 30 with a step size of 4.
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The experiment reveals that the full-size scan gives a better performance in term of the ideal entropy. However, to make the full-size scan more realistic, a codebook has to be designed for coding the transform coefficients.

VLC Design for ABT Full-Size Scan

Motivation of VLC design

In the UVLC was used to code the coefficient data from the ABT.  This is known to give sub-optimal performance compare to the source entropy.  Our goal is to demonstrate that variable length codes can be developed which give near entropy limit coding for the ABT coefficient data.  Following the results above, a single scan is used for run length coding of the ABT coefficients of each block.  The allowed run values differ for the different ABT modes ranging from 255 in mode 1 to 15 in mode 7.  Even symbols corresponding to the same run/level combination are expected to have different probabilities in different modes.  Based on these observations it was decided to develop different VLCs for the different ABT modes.  The pairs of rectangular modes (16x8, 8x16) and (8x4, 4x8) are expected to have similar statistics and so a single VLC was used for each pair.  Thus, we design five VLCs one for each mode 16x16, (16x8, 8x16), 8x8, (8x4, 4x8), 4x4.  The 4x4 mode is identical to the current coding used in TML-4, but the statistics may be altered since some of the blocks that had been coded using the 4x4 transform are coded using a different ABT mode.  Our original expectation was to design a larger set of codes using various parameters available to the decoder such as quantization level or temporal reference.  Results based only upon the ABT mode were successful across a range of sequences and bitrates so no additional parameters were investigated.

When the big scan is used with the larger ABT block sizes, a large number of possible symbols arise.  For instance, in the 16x16 mode there are roughly 65 thousand symbols.  Most of these symbols will never occur but must be handled within the VLC design.  To limit the codeword size and handle this range of symbols it was decided to use an escape code.  

Code structure

A structural approach is taken to code design.  Each VLC is built using a modification of the construction of Golomb codes.  The codewords consist of a prefix followed by a suffix code.  The prefix determines the category of the codeword in the same sense as in [5].  The category is coded using the same method as in Golomb-Rice codes.

Table 1 Category codewords

Category
Codeword

1
1

2
01

3
001

…
…

For the suffix we allowed maximal flexibility during our design in contrast with existing codes.  In Golomb-Rice codes, the suffix is coded using a fixed number of bits.  The number of suffix bits is a parameter of the code.  In the original work of Golomb, A fixed suffix code was used with each prefix code.  The suffix code is allowed to have two different codeword lengths.  A code equivalent to the UVLC can be produced by coding the suffix with a number of bits equal to one less than the length of the prefix codeword.  In [5], the suffix code is allowed to vary between categories giving additional freedom but still has some restrictions are still used to simplify implementation.  We maintain maximal freedom by allowing any finite huffman tree to be used as a suffix code.  Different suffix codes are allowed for different prefix codewords.  

Design algorithm
The traditional Huffman coding algorithm takes statistics from a finite distribution of symbols and constructs an optimal variable length code by working from the leaves of the code tree inward.  This fails for infinite distributions and can generate codes that are complex to encode and decode for large distributions.  We use an alternate construction that works from the main branch of the code tree outward.  The idea is to first specify the category for each symbol then design a suffix code for each category.   With this structure the code design proceeds in two main steps.  First assign symbols to each category.  The symbols are ordered by decreasing probability.  The first 50% are assigned to category 1, the next 25% to category 2, and so on.  Secondly, generate the suffix code trees.  For each category consider the finite set of symbols associated to category and generate a huffman code for this symbol set.  The actual codewords are formed by a prefix codeword followed by a codeword from the associated suffix code tree.  To introduce an escape code we simply label one category as the escape category.  The suffix codes for this category use a fixed number of bits sufficient to code all symbols not coded using earlier categories.

Design Summary

VLCs were designed for ABT modes 1,2&3, 4, 5&6, and 7 using the ideas outlined above and a training set of statistics captured from operation of the ABT codec on a limited data set.  The resulting codes were implemented as a set of look up tables and an assessor function EncodeVLC(mode,level,run). Code tables for the designed codes are given in vlc_m1.txt, vlc_m23.txt, vlc_m4.txt, vlc_m56.txt, and vlc_m7.txt.  These show the codebooks in order of increasing codeword length.  Interesting features of the designed codes are shown in Table 2.  The length of the escape code was driven by the number of symbols in the training set and can be tuned without loss of performance.

Table 2 Notes on VLC Codebooks


16x16
16x8
8x8
8x4
4x4

EOB length
3
3
3
2
2

Escape length
13
14
13
15
11

Entropy
6.07
5.49
4.82
4.28
3.78

Redundancy of UVLC
7.15
6.31
5.34
4.62
4.01

Redundancy of Design
6.13
5.59
4.93
4.31
3.84

Performance of VLC design

The set of five VLC codes was integrated with the ABT codec supplied by Mathias Wien and used for coding luminance transform coefficients.  This modified entropy code was tested on a sequence of images.  Results of our tests are presented below comparing the total bitrate of the UVLC, ideal entropy code, and Sharp VLC.  The designed codes have been shared with Mathias Wien for independent verification.
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Conclusion and Future Work

The Core Experiment shows a significant improvement in the ABT coding efficiency, especially when the quantization parameter value is small. The current ABT codec is developed based on the TML-4. To make a reasonable comparison with the optimized TML in the future, in-loop filter, RD-Quantization, and single-coefficient removal algorithms will be designed for ABT. A CBP coding scheme will also be considered for ABT including special handling of the first coefficient of a non-zero run.  With all the optimization, we expect to migrate the current ABT codec to catch up with the most up-to-date TML codec and provide a fair comparison.
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