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Summary

As the H.26L project has matured to become closer to a fully-formed video coding standard, we must ensure that the aspects of the design other than the compression method are properly addressed.  This document contains a number of proposals toward specification of header data for H.26L in a manner capable of supporting the maximum range of appropriate applications.  In particular we primarily address the specification of the sampling structure of the video data in terms of the size and shape of the decoded video, the size and shape of the displayed part of the video, the sampling format in space, time, color space, and bits per sample.  We propose these indications as appropriate for inclusion in the sequence level and picture level header data.

Color Space Information

H.26L must indicate the color space used for the video sampling.  Particular applications/profiles may require restricting the color space to some specific value(s), but this is no reason to define the standard in a manner that will not support others.  However, the syntax should be able to support the color spaces in common use.

We propose that a good starting point for this are the parameters called colour_primaries, transfer_characteristics, and matrix_coefficients as found in MPEG-4 (which are essentially the same as in H.262|MPEG-2, but with a couple of extra entries).

Number of Components

There seems to be no particular reason that the syntax should always assume that there are three components to the video data and that one of these is luminance and the others are the blue and red aspects of chrominance.  Particular applications/profiles may require restricting the number of components to some specific value(s), but this is no reason to define the standard in a manner that will not support others.  For example, luminance-only video could be coded with only a single component, some enhanced color spaces with larger gamuts could be coded using four components, an alpha transparency component could be included simply as just one extra component without any other special treatment requirements, and other forms of multispectral video data could easily be used.

We propose that the number of components for the video is a variable specified in the sequence header.

Spatial Subsampling of Components

H.263 and H.261 assume a 4:2:0 video sampling grid, but 4:2:2 and 4:4:4 sampling grids are in common use and it is trivial to specify the standard in such a manner that each component can have its own subsampling pattern.  Particular applications/profiles may require restricting the subsampling pattern to some specific method, but this is no reason to define the standard in a manner that will not support others.

We propose that an indication per spatial dimension per component be added to the sequence header level indicating whether that component is subsampled by a factor of two in that dimension (or perhaps even including an integer subsampling factor parameter).

Spatial Component Sampling Grid Alignment

There is an unfortunate difference that has arisen in common video use between the sampling grid alignment assumed in some formats relative to others.  For example, MPEG-1 and H.262|MPEG-2 assume different relative locations of the chrominance sampling grid for the same component sampling patterns.  Particular applications/profiles may require restricting the sampling grids to some specific alignment, but this is no reason to define the standard in a manner that will not support others.

We propose that whenever some component is subsampled, an indication is provided at the sequence header level to convey whether some samples of the component in question lie centered between the full-resolution sampling grid or whether they are spatially co-located with the samples of the full-resolution sampling grid.

Bits Per Sample

There is no need for an inherent assumption that samples are represented as 8-bit integers.  Any sample type that has well-defined operational results for addition, subtraction, multiplication, rounding, and clipping if necessary could hypothetically be used (e.g., even IEEE floating-point operations).  Particular applications/profiles may require restricting the samples to a particular form, but this is no reason to define the standard in a manner that will not support others.  MPEG-4 is a good example to follow in this regard, as it supports a variable number of bits per sample in a straightforward way.

We propose that sample format indication syntax be added at the sequence header level that can indicate at least a variable number of bits per sample, with all operations defined as appropriate to depend on this parameter (such as clipping of the output sample range to [0, 2N] rather than [0, 255]). 

Display Rectangles

It is common for the shape of the display attached to a video decoder to differ from the shape of the video region that has been encoded.  For example, video coded with a 16:9 aspect ratio may need to be displayed on a 4:3 aspect ratio display.  H.262|MPEG-2 supports this to some extent by the parameters display_horizontal_size, display_vertical_size, frame_centre_vertical_offset, and frame_centre_horizontal_offset.  The most recent amendment to H.262|MPEG-2 goes a step further by allowing more than one set of such parameters to be sent with the video bitstream.

We propose that H.26L should go one more step beyond that by adding an index/identification number associated with each set of such “pan-scan” information in order to enable allowing the encoder to send a number of different indexed choices to the decoder regarding which set of pan-scan data to use – such as allowing more than one pan-scan data set for a given display aspect ratio (something not supported in the H.262|MPEG-2 amendment design).

We further propose that the way in which H.26L should support image display sizes that are not multiples of its macroblock size should be to specify the width and height as an integer number of macroblocks for the decoding process and then to specify whatever size is intended for display by use of a display rectangle.  Thus the size used in the decoding process can be easily distinguished from the size used by the display process.  We should use identifier number 0 (or some other distinguishing syntax) to indicate the “active video region”, and all other display rectangles should be defined relative to that active video region (to avoid those rectangles resulting in the viewing of “padding” areas not containing meaningful content).

User Data

H.263 did not support user data until its third generation.  Such data is widely used with MPEG-2 video (e.g., in the DVD, ATSC, and DVB communities).  H.26L should therefore provide support for user data.  One problem that has arisen in providing for inclusion of such data is the lack of any way of ensuring that one entity’s use of the data can be distinguished from that of another’s.  H.263 made some progress toward addressing this problem by recommending that the user data begin with an identifying code.

We propose that H.26L should go one step further by requiring an identifying code, specifying the format of that code, providing some form of registration for the use of an identifier, providing a means for identifying whether the identifier is registered, creating some resource for documenting the uses of the registered identifiers, and prohibiting the use of any registered identifiers in a manner other than the registered manner.

H.263 Annex L and W Supplemental Information

Annexes L and W of H.263 contain a number of features that can enhance the utility of decoded video data whithout requiring alteration of the decoding process.

We propose that H.263 Annexes L and W be examined by the experts group and that each of the features found there be considered a candidate for adoption into H.26L.

Hypothetical Reference Decoder / Video Buffering Verifier

H.26L presently lacks a specification of HRD/VBV as necessary to achieve full interoperability.

We propose that the HRD/VBV issue be studied by the group and that an appropriate HRD/VBV model be developed.

Time Tag Representation

H.26L currently can’t even indicate the sampling rate of its video.  The time tag data provided with coded pictures in all of today’s video coding standards are rather primitive.  They define only the local relative placement of the video samples in time, not the true location within a long temporal scale.  The timestamp representation should be sufficiently specific to enable precise alignment of the video data to the timing of external events.  The design should not sacrifice flexibility in order to achieve that goal.  It should also provide maximum compatibility with other timecode designs, such as those commonly used by studios as found in various SMPTE specifications (e.g., 12M).

We propose the following data format for timestamp information as specified below.

The “timebase” should be established at the sequence layer as the following set of parameters:

base_ups             // unsigned integer

base_upp             // unsigned integer

counting_type        // defined in table 1

full_timestamp_flag  // boolean

discontinuity_flag   // boolean

count_dropped        // boolean

npictures            // integer

if(counting_type != '000')

  time_offset        // integer

seconds_value        // integer

minutes_value        // integer

hours_value          // integer

The proposed meaning of these parameters is as follows:

base_ups is the number of basic units per second in the reference clock (e.g., 25 or 30000)

base_upp is the number of basic units of the reference per picture period (e.g., 1 or 1001)

counting_type is defined as in Table 1.

full_timestamp_flag indicates whether every timestamp shall be fully specified or whether some timestamps may only contain partial information (depending on memory of values sent previously in the sequence or picture layers).

discontinuity_flag indicates whether the time difference that can be calculated between the starting time of the sequence and the time indicated for the last previous displayed picture can be interpreted as a true time difference.  Shall be "1" if no previous picture has been displayed.

count_dropped indicates, if discontinuity_flag is zero, whether some value of npictures was skipped to reduce drift between the time passage indicated in the seconds_value, minutes_value, and hours_value parameters and those of a true clock

npictures indicates the picture count for the first picture in the sequence.  Shall be equal to the value of npictures in the header of the first picture after the sequence header.

time_offset, seconds_value, minutes_value, and hours_value indicate the parameters to be used in calculating an equivalent timestamp for the starting time of the sequence.  Shall be equal to the corresponding values of these parameters in the header of the first picture after the sequence header, if present in the picture header.

Table 1 Definition of counting_type values

	Value
	Meaning

	000
	no dropping of npictures count values and no use of time_offset

	001
	no dropping of npictures count values

	010
	dropping of individual zero values of npictures count

	011
	dropping of individual max_pps values of npictures count

	100
	dropping of the two lowest (value 0 and 1) npictures counts when seconds_value is zero and minutes_value is not an integer multiple of ten

	101
	dropping of unspecified individual npictures count values

	110
	dropping of unspecified numbers of unspecified npictures count values

	111
	reserved


The timestamp structure for the picture layer is proposed as:

npictures               // integer

if(counting_type != '000') {

  if(full_timestamp_flag)

    time_offset         // unsigned integer

  else {


    time_offset_flag    // boolean

    if(time_offset_flag)

      time_offset       // unsigned integer

  }

  if(counting_type != '001')

    count_dropped_flag // boolean

}

if(full_timestamp_flag) {

  seconds_value       // 6b unsigned integer 0..59

  minutes_value       // 6b unsigned integer 0..59

  hours_value         // unsigned integer

}else{

  seconds_flag        // boolean

  if(seconds_flag) {

    seconds_value       // 6b unsigned integer 0..59

    minutes_flag      // boolean

    if(minutes_flag) {

      minutes_value     // 6b unsigned integer 0..59

      hours_flag      // boolean

      if(hours_flag)

        hours_value     // unsigned integer

  }

}

An equivalent timestamp specifying the time of a picture may be computed as follows:

equivalent_timestamp = 60·(60·hours_value + minutes_value) + seconds_value + (base_upp · npictures + offset_value) / base_ups

If any timestamp is incomplete (i.e., full_timestamp_flag is zero and at least one of seconds_flag, minutes_flag, hours_flag, and time_offset_flag is present and zero) the last prior sent value for each missing parameter is used.

Using the timebase parameters, an important derived parameter is defined as follows:

max_pps = ceil( base_ups / base_upp ) ,

where ceil( x ) is defined as the function of an argument x, which, for non-negative values of x, is equal to x if x is an integer and is otherwise equal to the smallest integer greater than x.

The value of npictures shall not exceed max_pps.

If count_dropped_flag is '1', then

if counting_type is '010', npictures shall be "1" and the value of npictures for the last previous displayed picture shall not be equal to "0" unless a sequence layer is present between the two pictures with discontinuity_flag equal to '1'.

if counting_type is '011', npictures shall be "0" and the value of npictures for the last previous displayed picture shall not be equal to max_pps unless a sequence layer is present between the two pictures with discontinuity_flag equal to '1'.

if counting_type is '100', npictures shall be "2" and the seconds_value shall be zero and minutes_value shall not be an integer multiple of ten and npictures for the last previous displayed picture shall not be equal to "0" or "1" unless a sequence layer is present between the two pictures with discontinuity_flag equal to '1'.

if counting_type is '101' or '110', npictures shall not be equal to one plus the value of npictures for the last previous displayed picture modulo max_pps unless a sequence layer is present between the two pictures with discontinuity_flag equal to '1'.
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