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1 Introduction

H.263 profile recommendations (see e.g. Q15-J-12) include a preferred mode set targeted for Internet Protocol (IP) networks (called as Profile 4). As real-time video communication systems in IP networks typically utilize unreliable transport protocols, such as RTP and UDP, this profile aims at enhanced error resilience. Thus, the profile includes reference picture selection modes (Annex N and Annex U).

H.263 Annex W includes a few error resilience tools, one of which is called Spare Reference Pictures. Q15-J-55 showed preliminary results how useful Spare Reference Pictures can be in error-prone environments. This paper presents more thorough simulations. Due to encouraging simulation results, we propose including Spare Reference Pictures to Profile 4 of H.263.

2 Simulations

2.1 Overview

To prove the benefits of spare reference pictures in practice, we ran a set of simulations. We followed the common conditions for the low-latency H.323/Internet communication (Q15-I-61) as much as it was reasonable. This section first describes the simulation conditions and then presents and analyzes the results.

2.2 Sequences

As one of the targets of Profile 4 is IP video streaming and as relatively frequent scene cuts are common in such applications, we chose Glasgow Tour for the input sequence. The uncompressed sequence contains 750 QCIF-sized frames captured at 12.5 Hz resulting into a sequence lasting one minute. There are 23 shots in the sequence, and the duration of the shots varies from 15 to about 80 pictures (from 1.2 to 6.4 seconds). 

All pictures in the input sequence were coded, but the sequence was not looped as proposed in Q15-I-61, since we felt that 750 frames is enough to prove the benefits of spare reference pictures. We used a constant quantization parameter (15) in order to get comparable PSNR results to our other proposal (Q15-K-38). We used UBC encoder 0.2, but as the encoder seems to violate the standard when Annex D and/or F is on, we used only Annexes I, J, and T.

Profile 4 includes Reference Picture Selection mode (Annex N), Reference Picture Resampling mode (Annex P, implicit factor-of-4 submode only), and Enhanced Reference Picture Selection mode (Annex U). None of these coding modes were used in the simulations, since we wanted to make the experiment easier. Notice that spare reference pictures cannot be used if a picture has multiple reference pictures. However, we feel that there will be plenty of content not utilizing multiple reference pictures per one picture due to computational complexity reasons, for example. Instead, the reference picture selection modes can be used to improve error resilience using Video Redundancy Coding, for instance.

2.3 Simulation Procedure

Q15-I-61 suggests encapsulating each picture into two packets so that every other GOB of a picture is located into one packet. This two-packets-per-one-frame approach sometimes results into "striping" due to loss of the other one of the two packets for a picture. Due to striping, we chose a different approach for our simulations: a picture is encapsulated into one IP packet if only it fits in, and otherwise every other GOB of a picture is located into one packet. Table 1 presents the luminance PSNR results for the encapsulation schemes. You can see that packetizing one or two packets per frame performs as well as or better than packetizing two packets per frame always. Moreover, the encapsulation overhead is smaller in terms of bit-rate. If requested, we can provide a laptop demonstration that compares the different encapsulation schemes side by side.


Two packets per frame
One or two packets per frame

Video bit-rate
60787
60787

RTP packet bit-rate
70987
65730





0 % packet loss



Number of error-free frames
750
750

Average Y PSNR
29.35
29.35





3 % packet loss



Number of error-free frames
265
440

Average Y PSNR
26.62
27.57





5 % packet loss



Number of error-free frames
162
222

Average Y PSNR
24.64
24.81





10 % packet loss



Number of error-free frames
107
205

Average Y PSNR
23.03
22.93





20 % packet loss



Number of error-free frames
38
78

Average Y PSNR
20.38
20.58

Table 1. Comparison of encapsulation approaches.

We used the software provided in Q15-I-09-R1 consisting of:

· Code for RFC2429 packetization (modified for the encapsulation scheme introduced above), 

· Packet loss simulator, and

· Code for RFC2429 de-packetization.

At first, sequences were packetized with the packetization tool. Then, the packet loss simulator erased some of the generated packets according to error patterns released in Q15-I-16-R1. The resulting stream of packets was decapsulated using the de-packetization tool, which is able to use redundant picture header information (as defined in RFC2429) and to generate TRs based on RTP timestamps. 

The H.263 files resulting from the packet loss simulation were processed with Nokia decoder. The decoder is capable of detecting partially lost frames from the fact that some GOBs are missing. In this experiment, the decoder detected completely lost frames based on TRs. In general, lost pictures can be detected based on Annex W picture numbers, for example. The decoder is also able to detect concealing the errors of only partially lost frames. To sum up, the decoder can operate in four modes:

1. No losses are detected. Consequently, wrong reference pictures for motion compensation may be used.

2. Picture losses are detected. Incorrect reference pictures are used only if no more than one picture is lost consecutively and if the frame before the lost frame is a suitable spare reference picture. The selection of spare reference pictures was hardcoded for this experiment, i.e., the decoder was allowed to use spare reference pictures for certain, pre-defined shots. If the usage of a spare reference picture is not possible, the decoder does not update the output picture until the next INTRA picture is decoded.

3. Picture losses are detected. The decoder does not update the output picture until the next INTRA picture is decoded.

4. All erroneous frames are detected. The decoder always outputs the latest error-free frame.

2.4 Results

We decoded the bit-streams with each decoder operation mode listed in the previous section. We logged the number of erroneous reconstructed pictures (excluding the number of pictures that the decoder did not update intentionally) and calculated average luminance PSNR for these pictures. The obtained value tells how well the system can control the quality of the displayed pictures. Table 2 presents the simulation results. The row titles correspond to the list of decoder operation modes in the previous section respectively. You can clearly see that the spare reference picture scheme outperforms other decoder operation modes. If no loss detection is used, very corrupted images may be displayed, whereas if no wrong reference pictures are used or if no erroneous pictures are displayed, a major part of the bit-stream cannot be decoded. Spare reference pictures provide a reasonable trade-off: they allow continuation of the decoding if a lost picture is not very crucial but also restrict the decoding to continue if a picture loss causes a major effect in the image quality of subsequent pictures. 

We will also show a laptop demo during the meeting in order to provide a possibility for a subjective comparison of the simulation results.


Number of erroneous pictures
Average Y PSNR of erroneous pictures
Average Y PSNR of corresponding error-free frames

3 % packet loss




No loss detection
310
24.76
29.08

Spare reference pictures
86
25.38
27.92

No wrong reference pictures
11
20.48
25.69

No erroneous pictures
0
NA
NA






5 % packet loss




No loss detection
528
22.85
29.30

Spare reference pictures
95
25.33
28.84

No wrong reference pictures
14
19.08
25.72

No erroneous pictures
0
NA
NA






10 % packet loss




No loss detection
545
20.40
29.23

Spare reference pictures
87
26.48
29.10

No wrong reference pictures
14
18.44
25.55

No erroneous pictures
0
NA
NA






20 % packet loss




No loss detection
672
19.45
29.24

Spare reference pictures
51
27.20
29.78

No wrong reference pictures
0
NA
NA

No erroneous pictures
0
NA
NA

Table 2. Simulation results.

8, 10, 11, and 10 spare reference pictures were used for 3, 5, 10, and 20 % packet loss rate experiment respectively.

3 Conclusion

We showed that spare reference pictures improve error resilience significantly in the one of the usage scenarios of H.263 Profile 4. The feature is easy to implement and does not consume practically any processing power in decoders. Therefore, we propose that support for spare reference pictures would be added to the description of H.263 Profile 4 as shown in the following excerpt of H.263 Appendix II:

II.2.5
Profile 4 preferred modes

This profile of support was added after the definition of the profiles described above.  It is intended to provide high coding efficiency along with enhanced error resilience for packet-based networks such as Internet Protocol networks.  It is composed of all of the modes described above for Profiles 0 and 1, plus the following additional modes:

1)
Reference Picture Selection (Annex N, method 1 - neither) – The Reference Picture Selection mode provides enhanced error or packet loss resilience by allowing an encoder to use reference pictures other than the most recent coded picture in order to avoid error propagation.  Its primary effect on decoder complexity is to increase the required memory size, a matter of somewhat decreasing importance.

2)
Reference Picture Resampling (Implicit Factor-of-4 Mode Only) (Annex P) – The implicit factor-of-4 mode of Reference Picture Resampling allows for automatic reference picture resampling only when the size of the new frame is changed, as indicated in the picture header. No bitstream overhead is required for this mode of operation. Predictive dynamic resolution changes allow an encoder to make intelligent trade-offs between temporal and spatial resolution. Furthermore, this simplest mode of operation for Annex P (factor of 4 upsampling or downsampling only) adds only a modest amount of computational complexity to either the encoder or decoder, since the factor of 4 case uses a simple fixed FIR filter (requiring roughly 4 operations per pixel, at most).

3) Enhanced Reference Picture Selection (Annex U) – The Enhanced Reference Picture Selection mode provides a similar benefit to the Reference Picture Selection mode in terms of error or packet loss resilience, and also enables a significant gain in compression efficiency by allowing selection of reference pictures on a macroblock basis.

4) Spare Reference Pictures (Annex W, see W.6.3.13) – This feature allows encoders to signal which pictures resemble the current motion compensation reference picture so well that one of them can be used as a spare reference picture if the actual reference picture is lost during transmission. The feature helps decoders to maintain an acceptable video quality in error-prone environments and to avoid INTRA picture update requests or other similar feedback messages.






