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1 Introduction

H.26L is targeted for a variety of video communication applications, one of which is video streaming. Streaming differs from video conferencing type of applications in many aspects. For example, streaming applications tolerate a relatively large end-to-end transmission jitter due to buffering before starting the playback in the streaming client (which is from now on referred to as initial buffering). Consequently, streaming systems may utilize retransmissions to correct erroneously received or lost data. In order to avoid unlimited delay, streaming systems avoid using transport layer retransmission schemes, such as TCP, but rather the systems prefer unreliable transport protocol with a reasonable delay jitter and use selective retransmission techniques. In some streaming systems, such as in multicast streaming, retransmissions may not be applicable, and therefore non-interactive error resilience techniques are essential in streaming applications too. 

This document introduces a coding tool for H.26L that can be used to improve error resilience in streaming systems. Section 2 introduces the basic idea of the proposed coding method. Chapter 3 presents simulation results showing that the proposed method outperforms conventional coding. Section 4 proposes how the proposal may be incorporated into TML.

2 Overview of the Proposal

Let us enlighten the idea of the method with an example depicted in Figure 1. The example consists of a few consecutive frames of a 15-Hz video sequence having both INTRA-coded (I) and INTER-coded (P) pictures. The values following the frame type stand for a temporal reference relative to 30-Hz frame rate. There is an INTRA frame (I2) immediately after a scene cut. (Herein, a scene cut refers to any significant change in picture content which makes the use of an INTRA picture beneficial from compression efficiency point of view.) After a few INTER-coded frames (P4, P6, P8, and P10), there is another scene cut. 
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Figure 1. Example video sequence.

The method is based on a simple trick that an INTRA frame is not inserted immediately after a scene cut but rather after a few temporally predicted frames. One possible way to apply this method to our example is depicted in Figure 2. The frames between the scene cut and the INTRA frame I6 are (ultimately) predicted from I6. 
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Figure 2. Example sequence with temporally backward prediction.

Notice that the backward-predicted frames cannot be decoded before I6 is reconstructed. Consequently, the initial buffering time must be greater than the time between the scene cut and the following INTRA frame, if the channel throughput is approximately constant (as in circuit-switched dial-up link) and/or if the transmitted data rate is approximately constant. If there is too short period of initial buffering, the playback may have to be paused or some frames may have to be skipped, since all the frames may not be received early enough for displaying. The transmitter must have a storage to buffer uncompressed frames, and the receiver must have a buffer to store reconstructed frames before displaying them, since the capturing and displaying order differs from the coding order of frames.

The benefit of the proposed method can be demonstrated by considering how many frames (packets) must be successfully transmitted in order to be able to decode frame P10. In the conventional frame ordering depicted in Figure 1, successful decoding of P10 requires that I2, P4, P6, P8 and P10 are transmitted and decoded correctly. In the introduced method, successful decoding of P10 requires that I6, P8 and P10 are transmitted and decoded correctly. In other words, the introduced method increases the probability to reconstruct P10 correctly when compared to conventional coding.

The proposal improves error resilience especially if there are INTRA pictures frequently in the coded sequence. INTRA pictures may occur due to scene cuts or INTRA update requests. Moreover, INTRA pictures are often inserted periodically to stop error propagation and to allow new clients to access a multicast session.

3 Simulations

3.1 Overview

To prove the benefits of the introduced coding method in practice, we ran a set of simulations. We followed the common conditions for the low-latency H.323/Internet communication (Q15-I-61) as much as it was reasonable. This section first describes the simulation conditions and then presents and analyzes the results.

3.2 Sequences

As relatively frequent scene cuts are common in video streaming and as benefits of the introduced method can be more clearly seen if there are frequent scene cuts and/or periodic INTRA pictures, we chose Glasgow Tour for the input sequence. The uncompressed sequence contains 750 QCIF-sized frames captured at 12.5 Hz resulting into a sequence lasting one minute. There are 23 shots in the sequence, and the duration of the shots varies from 15 to about 80 pictures (from 1.2 to 6.4 seconds). 

In order to have an error-resilient decoder and to make the testing procedure easier, we chose to code the sequences with an H.263 codec. As the proposed coding method is similar in H.26L, we believe that similar benefits will occur also in H.26L.

UBC H.263 encoder 0.2 was modified to support temporally backward prediction, and two sequences were coded, one with conventional temporal prediction and another one having INTRA picture approximately in the middle of a shot. All pictures in the input sequence were coded, but the sequence was not looped as proposed in Q15-I-61, since we felt that 750 frames is enough to prove the benefits of the introduced method. We used a constant quantization parameter (15) in order to minimize the impact of INTRA picture position in the PSNR results. As UBC encoder 0.2 seems to violate the standard when Annex D and/or F is on, we used only Annexes I, J, and T.

3.3 Simulation Procedure

We encapsulated the video data according to Q15-I-61, i.e., every other GOB is located into the same packet resulting into two packets per picture. We used the software provided in Q15-I-09-R1 consisting of:

· Code for RFC2429 packetization, 

· Packet loss simulator, and

· Code for RFC2429 de-packetization.

At first, sequences were packetized with the packetization tool. Then, the packet loss simulator erased some of the generated packets according to error patterns released in Q15-I-16-R1. The resulting stream of packets was decapsulated using the de-packetization tool, which is able to use redundant picture header information (as defined in RFC2429) and to generate TRs based on RTP timestamps. Finally, the generated H.263 streams were decoded with Nokia H.263 decoder and with TMN 3.2 decoder (by Telenor and UBC). Both decoders can conceal lost data.

3.4 Results

Table 1 summarizes the simulation results. From the error-free case you can see that the introduced method improves coding efficiency somewhat probably due to more efficient coding of blended scene changes. From the packet loss simulations you can clearly see that the introduced method is superior both in terms of the number of error-freely reconstructed pictures and in terms of average luminance PSNR. The luminance PSNR difference between corresponding results obtained with Nokia decoder and with TMN decoder is caused by different error concealment algorithms.


Nokia decoder

TMN decoder



Conventional coding
Introduced method
Conventional coding
Introduced method

0 % packet loss





Number of error-free frames
750
750
750
750

Bit-rate (bits per second)
60 787
59 618
60 787
59 618

Average Y PSNR
29.35
29.56
29.35
29.56







3 % packet loss





Number of error-free frames
265
338
265
338

Average Y PSNR
26.62
26.91
25.70
25.74







5 % packet loss





Number of error-free frames
162
232
162
232

Average Y PSNR
24.64
25.75
24.33
25.85







10 % packet loss





Number of error-free frames
107
184
107
184

Average Y PSNR
23.03
24.40
23.23
24.59







20 % packet loss





Number of error-free frames
38
86
38
86

Average Y PSNR
20.38
21.59
19.32
20.44

Table 1. Summary of the simulation results.

Figures 3 to 7 present the luminance PSNR plots for frames 200 to 500 for each packet loss rate. The figures are obtained from the Nokia decoder's results, and similar behavior can be seen in the plots obtained with TMN decoder. Peaks represent INTRA pictures, and you can identify shots being the frames between two peaks in the curve for conventional coding. Moreover, you can see that if a packet loss has occurred during the first half of a scene, the introduced method may be capable of recovering the rest of the scene, whereas the loss ruins the rest of the scene when conventional coding is applied.

You can find PSNR values for each picture in the accompanying zip file. A laptop demo will be provided in the meeting. 
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Figure 3. Y PSNR of frames 200 to 500 in 0 % packet loss rate.
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Figure 4. Y PSNR of frames 200 to 500 in 3 % packet loss rate.
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Figure 5. Y PSNR of frames 200 to 500 in 5 % packet loss rate.
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Figure 6. Y PSNR of frames 200 to 500 in 10 % packet loss rate.
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Figure 7. Y PSNR of frames 200 to 500 in 20 % packet loss rate.

4 Proposed Changes Relative to TML-4

The following paragraphs contain the proposed changes relative to TML-4 (Q15-J-72-D0). The changes are highlighted and only the changed sections are shown. To sum up, we propose to add possibility to predict P frames from temporally subsequent pictures similarly to prediction from temporally previous pictures. 

3.1  Picture sync

The first codeword in a picture is 31 bits long  (L = 31).  It works as a picture sync, but it also contains an INFO part that has 15 bits.  These bits are used for:

TR(8 bits)
Temporal reference. The interpretation of this field depends on the picture type field. If picture type indicates no temporal prediction or temporally forward prediction (codes 0, 1, and 2), the value of TR is formed by incrementing its value in the latest transmitted reference picture header by one plus the number of skipped or non-reference pictures at the picture clock frequency since the previously transmitted one. If picture type indicates a B picture (codes 3 and 4), the value of TR is formed by incrementing its value in the temporally previous reference picture header by one plus the number of skipped or non-reference pictures at the picture clock frequency since the previously transmitted one. If picture type indicates temporally backward prediction (codes 5 and 6), the value of TR is formed by decrementing its value in the latest transmitted reference picture header by one plus the number of skipped or non-reference pictures at the picture clock frequency since the previously transmitted one.
…

3.2  Picture type (Ptype)

Code_number =0:
Inter picture with temporally forward prediction from the most recent decoded picture only.

Code_number =1:
Inter picture with possibility of prediction from more than one temporally previous decoded picture.  For this mode information reference picture for prediction must be signalled for each macroblock.

Code_number =2:
Intra picture.

Code_number =3:
B picture with prediction from the most recent previous decoded and subsequent decoded pictures only.

Code_number =4:
B picture with possibility of prediction from more than one previous decoded picture and subsequent decoded picture.  When using this mode, information reference frame for prediction must be signaled for each macroblock.
Code_number=5:
Inter picture with temporally backward prediction from the most recent decoded picture only.

Code_number=6:
Inter picture with possibility of prediction from more than one temporally previous or temporally subsequent decoded picture.  For this mode information reference picture for prediction must be signaled for each macroblock.
3.5  Reference frame (Ref_frame)

If PTYPE indicates possibility of prediction from more than one temporally previous decoded picture, the exact frame to be used must be signalled.  This is done according to the following table.

Code_number
Reference frame

0
The last decoded frame (1 frame back)

1
2 frames back

2
3 frames back

..
..

If PTYPE indicates possibility of prediction from more than one temporally previous or temporally subsequent decoded picture, the exact frame to be used must be signalled.  This is done according to the following table.

Code_number
Reference frame

0
The temporally last decoded frame (1 frame back)

1
The temporally subsequent decoded frame (1 frame forward)

2
2 frames back

3
2 frames forward

4
3 frames back

5
3 frames forward

..
..
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