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High-Level Summary of Q.15 Osaka Meeting Results

Gary Sullivan, Q.15/16 Rapporteur

Systems Coordination:

· H.245 to be clarified regarding videoNotDecodedMBs, videoFastUpdateGOB, videoFastUpdateMB for white document H.245v7 to Decide November at SG16

· H.242 and H.245 for H.263+ Factor-of-Four RPR (Annex P) definition may change in response to PictureTel Proposal – expect the following:

· Delayed contribution to November SG16 meeting with proposed text targeting H.245v7; and

· Contribution toward production of draft H.242 implementers guide with proposed text in August targeting approval in November at SG16.

· H.242 and H.245 for H.263++ need some adjustment to current H.263++ spec.  This includes adding support for picture header repetition use and other new aspects of H.263++ design.  Will be coordinated with H.245 editor for inclusion in H.245v7 White document.

· Packetization defined in RFC 2429 will work fine for H.263++ without alteration.

· To write a collaborative letter to IETF AVT WG describing H.263/+/++ profile and level definitions and advocating their use in SIP/SDP/MIME.

H.263++:

· Annex U:

· Real-time performance of Annex U was demonstrated in an actual implementation, with a very significant performance improvement shown.

· The editorial improvements in Q15-J-49 are welcomed, and further editorial work and start code emulation analysis is called for.

· Reference Picture Pruning aspect requires further work in order to allow this to be supported (although there is significant support for this feature in the group).  This further work includes:

· More realistic testing of actual decoder operation designed according to Annex U; and

· Addition of a description of how a decoder could hypothetically operate using pruning: how a decoder can determine where in a batch of MPU storage unit it can find a reference macroblock specified by (MVx, MVy, MVt).

· Buffer Management Modifications for Error Resilience:

· The use of picture sequence numbers was adopted.

· A syntax will be specified for temporarily re-ordering which pictures are at the head of the buffer, which are otherwise ordered in descending picture sequence number order.  Post-meeting note: The produced output document as offered by the editors differs from the Osaka plan in this respect.

· Temporary reordering indications are sent by entropy coding of the difference between picture sequence number values.

· Each picture that displaces a buffered picture in memory shall contain an explicit indication of which buffer to delete.

· Picture deletion indications may be repeated to prevent misalignment due to loss of deletion messages.

· Decoder must add MSBs to picture sequence numbers if they roll over past the wordlength of the sequence number field.  Post-meeting note: The produced output document as offered by the editors differs from the Osaka plan in this respect.

· PictureTel plans to describe an alternative syntax for error resilient buffer handling for evaluation by the experts as an alternative to the above, also based on sequence numbers but having a distinction between “long-term picture memory” and “short-term picture memory” buffers and not requiring decoder to add MSBs.

· To clarify what happens if Annex U turned off temporarily or if switching between Annexes N and U (need to start building buffer contents from scratch again in either case).

· Interaction with B pictures: The picture header will indicate whether all macroblock forward motion references use the same reference picture or whether a picture temporal index is sent at the macroblock level instead.  A sub-mode will indicate whether one or two future reference pictures may be used for backward prediction.  If two, the picture header will indicate whether all macroblock backward motion references use the same reference picture (and which reference picture that would be) or whether a backward reference selection bit is sent at the macroblock level instead.

· Relationship with other modes to be clarified.

· Annex V:

· No need for action identified.

· Annex W:

· Support current, previous, and next picture header repetition (“next” having two signals: with and without TR/ETR validity).

· Add note re 504-bit limit on picture header duplication size in packetization.

· Add support for a reference picture number to be sent when Annex U is not in use, with syntax similar to that used in Annex U.

· Add support for a “spare reference picture” to be indicated.

· Some concern that IDCT definition may fail H.262 Corrigendum 2 range requirements.  This could be a serious problem and needs testing.

· No consensus to change IDCT definition in response to complexity reduction proposal from PictureTel (apparent lack of sufficient study by the group in evaluating the proposal).  Current definition will be kept unless verification and support of the PictureTel proposal is provided.

· Add “description text” with text track number (e.g., which language).

· Appendix II:

· To add some (e.g., one sentence) explanatory reasoning at the beginning of each profile description.

· “Reference Picture Pruning” / “Sub-Picture Removal” requirement dropped from Profile 4.

· To change from 3 to 5 reference pictures for Profile 4.

· HRD buffer size capability to be double the minimum value for Profile 4. Post-meeting comment: It appears that BPPmaxKb should be doubled too.

· To clarify (but not change) frame rate capability requirement (e.g., change “frame rate” to “max frame rate” or a better clarification).

H.263/+/++ Test Model:

· To add Annex U and V usage description.

· To add picture header recovery description.

· Plan to clean up and approve as Appendix III to H.263 in November.

H.26L TML:

· Changed MC to 1/4-pel with 6(6 tap separable interp to 1/2-pel then bilinear to 1/4-pel (could get further gain at low QP if go 1/8-pel with 8(8 tap to 1/2-pel, then 8(8 tap to 1/4-pel, then bilinear to 1/8-pel).

· Altered deblock filter to be in-loop and with higher performance method (although the complexity of the newly-adopted method is a bit high and thus reducing complexity should be studied).

· Added two new directions for intra spatial prediction.

· Added B pictures.

· Adaptive Motion Accuracy – no improvement shown (probably somewhat an artifact of the testing method, but will leave out unless/until new evidence provided).

· Fine Granularity Scalability – seems useful – to investigate further.

· Added Data Partitioning support (motion prediction information separated from residual difference information).

· Network Adaptation Layer concept to be developed – new ad-hoc group formed (chair: Thomas Stockhammer).

· It was noted that the test model does not use chroma in its motion estimation and mode decision.  Including chroma would probably be a good idea.  Performance curves generally show luma performance only.  Chroma is using a significant portion of the bit rate in some tests.

· Further testing should be done for having transforms with size other than 4(4 for inter.  Core experiment to be written.

· It may be possible to improve performance by re-mapping the association of symbols to VLC words.

· Nokia MVC Proposal Evaluation:

· The MVC proposal shows a significant advantage in coding efficiency performance, although that advantage has diminished as the test model has improved – to the extent that the overall perceptual visual quality of the MVC proposal did not show a clear advantage over the latest test model revisions.

· Regarding the intra picture coding performance of the MVC proposal: The group is impressed by the intra picture coding gain shown in the MVC proposal and intends to adopt these improvements into the test model.  However, work needs to be conducted to determine how to unify the MVC intra picture coding improvements with the TML design.  It is also necessary to minimize the complexity of the design and to provide a adjustable encoder complexity with minimal performance impact for less complex encoders.

· Further analysis needs to be conducted before a clear conclusion can be reached about the potential advantages offered by the coding for inter pictures in the MVC design.  The question of a response to the MVC proposal is therefore deferred to a later time in regard to inter coding (motion and difference coding) performance.  Core experiment to be written for evaluation of affine motion.

Future Meeting Plans:

· Q.11-15 meetings August 21-25 (Portland/Intel)

· SG16 meeting November 13-17 (Geneva/ITU-T HQ)
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