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�0.0	OVERVIEW

The tenth meeting (Meeting “J”) of the ITU-T Advanced Video Coding Experts Group (Q.15 / SG 16) was held at the Osaka International Convention Center, Osaka, Japan during 16-18 May, 2000.  The meeting was chaired by the Q.15 Rapporteur, Mr. Gary Sullivan.  Excellent arrangements were provided by the hosting organizations in the Group of Interested Organizations in Japan.  This meeting report [Q15-J-78] contains several annexes of important information:

Annex A: A list of the 45 collaborating experts attending the meeting [Q15-J-02],

Annex B: A list of the QQ contributions and four Temporary Documents of the meeting [Q15-I-00],

Annex C: The detailed meeting agenda [Q15-J-TD-1],

Annex D: The list of ad-hoc groups established at the meeting.



The overall issues addressed at this meeting are summarized in Table 1.



TABLE 1

CATEGORIZATION OF SUBJECT AREAS AT OSAKA MEETING

SUBJECTS��1.	Opening Session��2.	Deployment and Support of Existing Video Coding Standards��3.	Coordination of Video Coding Needs with Other Organizations��4.	Technical Content Proposals and Demos for H.263++ and H.26L��5.	Test Model, Software and Encoding for Video Coding Standards��6.	Workplan for H.263++ Future Enhancement Project��7.	Workplan for H.26L Future Standard Development Project��8.	Closing Session��

0.1	High-Level Summary of Meeting Results

A high-level summary of the results of the meeting is as follows:

0.1.1	Systems Coordination

H.245 to be clarified regarding videoNotDecodedMBs, videoFastUpdateGOB, videoFastUpdateMB for white document H.245v7 to Decide November at SG16

H.242 and H.245 for H.263+ Factor-of-Four RPR (Annex P) definition may change in response to PictureTel Proposal – expect the following:

Delayed contribution to November SG16 meeting with proposed text targeting H.245v7; and

Contribution toward production of draft H.242 implementers guide with proposed text in August targeting approval in November at SG16.

H.242 and H.245 for H.263++ need some adjustment to current H.263++ spec.  This includes adding support for picture header repetition use and other new aspects of H.263++ design.  Will be coordinated with H.245 editor for inclusion in H.245v7 White document.

Packetization defined in RFC 2429 will work fine for H.263++ without alteration.

To write a collaborative letter to IETF AVT WG describing H.263/+/++ profile and level definitions and advocating their use in SIP/SDP/MIME.

0.1.2	H.263++

Annex U:

Real-time performance of Annex U was demonstrated in an actual implementation, with a very significant performance improvement shown.

The editorial improvements in Q15-J-49 are welcomed, and further editorial work and start code emulation analysis is called for.

Reference Picture Pruning aspect requires further work in order to allow this to be supported (although there is significant support for this feature in the group).  This further work includes:

More realistic testing of actual decoder operation designed according to Annex U; and

Addition of a description of how a decoder could hypothetically operate using pruning: how a decoder can determine where in a batch of MPU storage unit it can find a reference macroblock specified by (MVx, MVy, MVt).

Buffer Management Modifications for Error Resilience:

The use of picture sequence numbers was adopted.

A syntax will be specified for temporarily re-ordering which pictures are at the head of the buffer, which are otherwise ordered in descending picture sequence number order.  Post-meeting note: The produced output document as offered by the editors differs from the Osaka plan in this respect.

Temporary reordering indications are sent by entropy coding of the difference between picture sequence number values.

Each picture that displaces a buffered picture in memory shall contain an explicit indication of which buffer to delete.

Picture deletion indications may be repeated to prevent misalignment due to loss of deletion messages.

Decoder must add MSBs to picture sequence numbers if they roll over past the wordlength of the sequence number field.  Post-meeting note: The produced output document as offered by the editors differs from the Osaka plan in this respect.

PictureTel plans to describe an alternative syntax for error resilient buffer handling for evaluation by the experts as an alternative to the above, also based on sequence numbers but having a distinction between “long-term picture memory” and “short-term picture memory” buffers and not requiring decoder to add MSBs.

To clarify what happens if Annex U turned off temporarily or if switching between Annexes N and U (need to start building buffer contents from scratch again in either case).

Interaction with B pictures: The picture header will indicate whether all macroblock forward motion references use the same reference picture or whether a picture temporal index is sent at the macroblock level instead.  A sub-mode will indicate whether one or two future reference pictures may be used for backward prediction.  If two, the picture header will indicate whether all macroblock backward motion references use the same reference picture (and which reference picture that would be) or whether a backward reference selection bit is sent at the macroblock level instead.

Relationship with other modes to be clarified.

Annex V:

No need for action identified.

Annex W:

Support current, previous, and next picture header repetition (“next” having two signals: with and without TR/ETR validity).

Add note re 504-bit limit on picture header duplication size in packetization.

Add support for a reference picture number to be sent when Annex U is not in use, with syntax similar to that used in Annex U.

Add support for a “spare reference picture” to be indicated.

Some concern that IDCT definition may fail H.262 Corrigendum 2 range requirements.  This could be a serious problem and needs testing.

No consensus to change IDCT definition in response to complexity reduction proposal from PictureTel (apparent lack of sufficient study by the group in evaluating the proposal).  Current definition will be kept unless verification and support of the PictureTel proposal is provided.

Add “description text” with text track number (e.g., which language).

Appendix II:

To add some (e.g., one sentence) explanatory reasoning at the beginning of each profile description.

“Reference Picture Pruning” / “Sub-Picture Removal” requirement dropped from Profile 4.

To change from 3 to 5 reference pictures for Profile 4.

HRD buffer size capability to be double the minimum value for Profile 4. Post-meeting comment: It appears that BPPmaxKb should be doubled too.

To clarify (but not change) frame rate capability requirement (e.g., change “frame rate” to “max frame rate” or a better clarification).

0.1.3	H.263/+/++ Test Model

To add Annex U and V usage description.

To add picture header recovery description.

Plan to clean up and approve as Appendix III to H.263 in November.

0.1.4	H.26L Test Model Long-Term

Changed MC to 1/4-pel with 6(6 tap separable interp to 1/2-pel then bilinear to 1/4-pel (could get further gain at low QP if go 1/8-pel with 8(8 tap to 1/2-pel, then 8(8 tap to 1/4-pel, then bilinear to 1/8-pel).

Altered deblock filter to be in-loop and with higher performance method (although the complexity of the newly-adopted method is a bit high and thus reducing complexity should be studied).

Added two new directions for intra spatial prediction.

Added B pictures.

Adaptive Motion Accuracy – no improvement shown (probably somewhat an artifact of the testing method, but will leave out unless/until new evidence provided).

Fine Granularity Scalability – seems useful – to investigate further.

Added Data Partitioning support (motion prediction information separated from residual difference information).

Network Adaptation Layer concept to be developed – new ad-hoc group formed (chair: Thomas Stockhammer).

It was noted that the test model does not use chroma in its motion estimation and mode decision.  Including chroma would probably be a good idea.  Performance curves generally show luma performance only.  Chroma is using a significant portion of the bit rate in some tests.

Further testing should be done for having transforms with size other than 4(4 for inter.  Core experiment to be written.

It may be possible to improve performance by re-mapping the association of symbols to VLC words.

Nokia MVC Proposal Evaluation:

The MVC proposal shows a significant advantage in coding efficiency performance, although that advantage has diminished as the test model has improved – to the extent that the overall perceptual visual quality of the MVC proposal did not show a clear advantage over the latest test model revisions.

Regarding the intra picture coding performance of the MVC proposal: The group is impressed by the intra picture coding gain shown in the MVC proposal and intends to adopt these improvements into the test model.  However, work needs to be conducted to determine how to unify the MVC intra picture coding improvements with the TML design.  It is also necessary to minimize the complexity of the design and to provide a adjustable encoder complexity with minimal performance impact for less complex encoders.

Further analysis needs to be conducted before a clear conclusion can be reached about the potential advantages offered by the coding for inter pictures in the MVC design.  The question of a response to the MVC proposal is therefore deferred to a later time in regard to inter coding (motion and difference coding) performance.  Core experiment to be written for evaluation of affine motion.

0.1.5	Future Meeting Plans

Q.11-15 meetings August 21-25 (Portland/Intel)

SG16 meeting November 13-17 (Geneva/ITU-T HQ)

0.2	Document Access

Documents for this meeting, for other meetings, and other information pertinent to the activities of the Advanced Video Coding Experts Group can be found on the Q15 ftp site hosted by PictureTel corporation and managed by the Rapporteur:

	ftp://standard.pictel.com/video-site

	http://standard.pictel.com/ftp/video-site



Documents for this meeting are found in the 0005_Osa subdirectory of the ftp site.



Document numbers are used to refer to documents listed in this report (e.g., Q15-J-78, which denotes this report itself) according to the document registration list [Q15-J-00] provided in Annex B.  A document number in italic font refers to a document that was not uploaded onto the ftp site prior to the advance upload deadline (four business days prior to the meeting).  Document numbers are also used in the filenames for storing documents on the ftp site (e.g., filename q15j78d1.doc for the 1st draft of document 78, which is this meeting report, or q15j00r1.doc for the 1st revised version of the document list).  The “Q15” in a document number refers to the Question 15 Advanced Video Coding Experts Group, and the letter (e.g., “J”) refers to the meeting for which the document was registered (“A” for the first meeting, “B” for the second, etc.).

0.3	Email Communications

Email conversations pertaining to the activities of this group are routinely conducted using the email reflector currently hosted by PictureTel Corp.  Those wishing to subscribe or unsubscribe to this email reflector are asked to send a plain-text email message to:

	majordomo@standard.pictel.com



in which the body of the email message is in the following format:

	subscribe itu-adv-video YOUR-EMAIL-ADDRESS



in which “YOUR-EMAIL-ADDRESS” is replaced by the subscribing email address (similarly substituting “unsubscribe” above to be removed from the list).



The address for email to be sent to all members of the email reflector list is:

	itu-adv-video@standard.pictel.com

1.0	OPENING SESSION

The group thanked the host organizations in the Group of Interested Organizations in Japan for their excellent arrangements for the meeting.

1.1	Organizational Items [Q15-J-02, Q15-J-03, Q15-J-TD-0, Q15-J-TD-1]

The current experts list was made available to the members for sign-in for construction of the new attendee list [Q15-J-02] and the updated experts list [Q15-J-03].  The meeting invitation document [Q15-J-TD-0] was noted, and meeting organizational information [Q15-J-TD-1] was provided.



The Rapporteur discussed the importance of the disclosure of patents and of the filing of statements pertaining to such intellectual property claims with the ITU.  The group was encouraged to consult the guidelines and further information available at the ITU web site

http://www.itu.int/ITU-Databases/TSBPatent

1.2	Previous Meeting Report [Q15-J-01, Q15-J-08, Q15-J-09]

A report of the Q.15/SG16 activities at the SG 16 meeting held during 07-18 February 2000 in Geneva, Switzerland was provided by the Rapporteur [Q15-J-01], and was reviewed and approved.



As a result of plans established at the Geneva meeting, two documents were made available to embody the results.  These included a new 3rd version of the H.26L Test Model Long-Term (TML-3) [Q15-J-08], and a description of a core experiment on Adaptive Motion Accuracy (AMA) for H.26L [Q15-J-09].

1.3	Review of Contributions [Q15-J-00]

The list of meeting contributions was reviewed, updated, and approved [Q15-J-00]. We are pleased to note that the vast majority of documents for this meeting had been uploaded to the ftp site for the group several business days prior to the meeting.  Advance electronic distribution of contributions will continue to be our policy, with further electronic distribution facilities available at our meetings (no paper copying or distribution).  Late, unannounced contributions hand-carried to the meetings were noted to be accepted only with the consensus of the meeting participants.  Some late contributions were made at this meeting as noted in the document list (documents not uploaded prior to a 4-business-day advance distribution deadline are noted by italics in the list and in the document numbers referenced in this report), and these were all accepted.  Facilities were made available by the host for obtaining electronic copies of documents at the meeting.



This was our sixth meeting at which a LAN was provided to give instant access to electronic meeting contributions throughout our meeting room.  These excellent facilities greatly eased our ability to communicate and to distribute contributions in electronic form.

1.4	Meeting Plan [Q15-J-TD-1]

The meeting plan outlined in Q15-J-TD-1 and attached in Annex C to this report was reviewed, updated, and approved.

1.5	Proposed Future Meeting Plans

The proposed meeting plans were presented and approved.  Potential hosts and locations for our next meetings were discussed, subject to review and approval by SG16:



SG 16 Meeting	26 June, 2000 – Geneva, CH ITU-T Headquarters

Q.15 / SG16 Experts “K”:	21-25 August, 2000 – Portland, OR, US, Hosted by Intel Corp.

SG 16 Meeting	13-17 November, 2000 – Geneva, CH ITU-T Headquarters

			[15 July White Contribution Deadline]



The group noted that finalization of the plans for these future meetings are not yet complete.  Experts are encouraged to watch the email reflector and ftp site for updates.



It was noted that the current study period ends this year, and a new charter and organization of work will be constructed in September, with Advanced Video Coding likely being continued as a Question (although probably no longer being Question number 15).



The group discussed the idea of possibly having a Q.15/SG16 meeting near Geneva just prior to the November SG 16 meeting, in order to provide more time for discussion and presentation of technical contributions than would be available in the shortened SG 16 meeting schedule.

1.6	Ad Hoc Committee Reports [Q15-J-04, Q15-J-05, Q15-J-06, Q15-J-07]

Reports were presented for the four Ad Hoc Committees that were established at the previous meeting.  The ad hoc committees and their report document numbers are listed below in Table 2.



TABLE 2

Ad Hoc Committees Reporting to This Meeting

AD HOC COMMITTEE�CHAIRPERSON�REPORT��Error Resilience Simulation Conditions�Stephan Wenger�Q15-J-04��Test Model Enhancement and Software Development�Keiichi Hibi�Q15-J-05��H.263++ Development�Gary Sullivan�Q15-J-06��H.26L Development�Keiichi Hibi�Q15-J-07��1.6.1	Error resilience simulation conditions [Q15-J-04]

Interim work on error resilience was reported [Q15-J-04].  Anchor bitstreams were reported to have been made available on the ftp site for internet error pattern resilience testing.  The work and contributions on this topic are discussed below in Sections 5.2 and 5.3.

1.6.2	H.263++ Test model enhancement and software development [Q15-J-05]

Little interim collaborative work was reported on H.263++ test model and software development [Q15-J-05].  A new editorially-improved release of the H.263 test model (Q15-G-16r3) was provided in the interim period.



Some topics of discussion for the Osaka meeting were proposed in the report, including the need to add support for new H.263++ annexes in the H.263 test model, and the potential promotion of the H.263 test model to a more official form such as a technical report, implementer’s guide, or appendix to the H.263 Recommendation.  The group embraced both of these suggestions, targeting improving the test model starting at this meeting and then adopting it as Appendix III to H.263 at the November SG 16 meeting.



The work and contributions on these issues are discussed below in Section 5.

1.6.3	H.263++ development [Q15-J-06]

A number of developments were reported for the H.263++ project [Q15-J-06], and the work and contributions on this topic are discussed below in Sections 4.2 and 6.  The ad-hoc report on H.263++ noted that a major milestone was reached in February with the Determination of the H.263++ Draft Annexes U, V, and W.  It reviewed the H.263++ top priorities:

Closely checking the drafted annexes for problems in preparing White Document draft

Evaluating the PictureTel-proposed changes to the IDCT in Annex W

Closely checking the new drafted Appendix II content

Ensuring proper definition of H.245 and H.230/H.242 support

It also noted the H.263++ contribution documents submitted to the Osaka meeting and described the H.263++ workplan.

1.6.4	H.26L development [Q15-J-07]

A number of developments were reported for the H.26L project [Q15-J-07], and the work and contributions on this topic are discussed below in Sections 4.1 and 7.  The ad-hoc report on H.26L reviewed the H.26L Key Technical Areas, functionality requirements, workplan, and top priorities:

Reconciling the Nokia proposal with TML-3, initially focusing on Intra performance.

Enhancing the network robustness of the design.

Resolving any remaining questions regarding AMA and motion compensation filtering (questions, which may become irrelevant if the Nokia form of motion compensation is adopted instead).

Further analysis of B pictures concept.

1.7	Liaison with Other Organizations [Q15-J-59, Q15-J-60]

One incoming liaison statement was discussed at this meeting, which was from ISO/IEC JTC1 SC29/WG11 (MPEG) [Q15-J-59].  It noted a difference in purpose between the goals of the two organizations in regard to new IDCT standardization activities.  Along with this liaison statement, an overview of the MPEG-4 standard was provided.

2.0	SUPPORT OF EXISTING VIDEO CODING STANDARDS

2.1	Amendment to H.262 (MPEG-2) for Content Description Data

The progress of work on the new amendment for adding content description data to H.262 video bitstreams was described.  Members were encouraged to participate in its further development, which is expected to take place primarily within ISO/IEC JTC1 SC29/WG11.  This amendment reached Determination at the February meeting of SG 16, and is expected to reach Decision in November after submittal of a white document in July.

3.0	COORDINATION OF VIDEO CODING NEEDS FOR SYSTEMS

3.1	Video Requirements for Future ITU-T Work

3.1.1	H.245 for Various Video Codecs [Q15-J-17, Q15-J-74]

A contribution was provided [Q15-J-17] which advocated altering H.245 to clarify the meaning of three video-related signals: videoNotDecodedMBs, videoFastUpdateGOB, and videoFastUpdateMB.  The current text of H.245 for these signals was provided and discussed, along with potential ways of interpreting that text.  The need for clarification was recognized by the group, and the group concluded that changes to H.245 as suggested were advisable.  In addition, it was noted that the clarification should include a description of what was meant when some optional parameters were absent (i.e. firstGOB and firstMB).



The group’s conclusions were communicated to Q.11-14 in a joint session, and were supported for inclusion into the H.245v7 white document draft for submittal in July and decision in November.  An output contribution [Q15-J-74] was asked to be generated to describe the video-related changes to H.245.

3.1.2	H.242 and H.245 for H.263+ Annex P Factor-of-Four RPR [Q15-J-30]

A contribution was provided [Q15-J-30] which advocated changing the H.242 and H.245 capability exchange signals for use of the factor-of-four reference picture resampling (RPR) feature of H.263+ Annex P.  The contribution reported difficulty in using this feature if a relatively-large number of well-known picture resolutions was to be supported (e.g., 4CIF, 704x480,  640x480, 800x600, 1024x768, 1280x1024, 1280x720, 352x240, 352x288, etc.) along with two lower levels of factor-of-four sub-samplings of these resolutions.  Both H.242 and H.245 have limited means for dealing with such a variety of resolutions (with H.245 allowing no more than 16 distinct resolutions in a list and with H.242 allowing no resolutions not divisible by 8 and using a very slow communication link).  The contribution requested a change to introduce the concept of “native resolutions” and “derived resolutions”.  The desired changes were presented as a “clarification” of the current design, although some members thought the current text was not really unclear and that it would be more appropriate to simply call them a “change” to the current design.  In any case it appeared that little or no implementation of the factor-of-four resampling feature has been deployed thus far, so the group should be receptive to the desires of a manufacturer interested in enabling widespread deployment.  Other implementers had sympathy for the concerns expressed in the proposal and had no overt opposition to adoption changes along the lines proposed.



This issue was discussed with Q.11-14 in a joint session, and the conclusion was that the proponent would need to provide precise text for future consideration and possible adoption into the appropriate implementers guides and recommendations.  No direct action was thus taken at this meeting on this topic.

3.1.3	H.245 for H.263++ [Q15-J-16, Q15-J-74]

A contribution was provided [Q15-J-16] advocating adding support in H.245 for the Annex W use of picture header repetition.  This was supported by the group.



The group desired optimal support of the upcoming H.263++ features in H.245v7, based on the design Determined in Geneva and updated as necessary.  The group requested that an output document [Q15-J-74] be generated to describe the necessary changes to be made to H.245 to reflect the current (post-Osaka) H.263++ design.



The group’s opinions on these contributions were discussed with Q.11-14 in a joint session, with the conclusion that the appropriate authorized changes necessary to reflect should be coordinated with the H.245 editor for inclusion in the H.245v7 White Document.

3.1.4	H.221 and H.242 for H.263++ [Q15-J-37, Q15-J-75]

A joint contribution by several major videoconferencing manufacturers was presented to provide a design for adoption of H.263++ into H.320 terminals [Q15-J-37] (Q11-L-03).  This contribution was greatly appreciated by the group, and should enable rapid deployment of H.263++ in this important class of terminals.



The group requested that an output document [Q15-J-75] be generated to describe an updated design reflecting the current (post-Osaka) H.263++ design.



The group’s opinions were discussed with Q.11-14 in a joint session, with the conclusion that the authorized changes necessary to H.221 and H.242 should be coordinated with Q.11-14 for rapid inclusion in implementers guides and recommendations as appropriate.

3.1.5	H.230 Implementer’s Guide [Q15-J-39]

A contribution was provided [Q15-J-39] (Q11-L-04) which contained some editorial refinement of the new drafted text for the H.230 Implementers Guide concerning the new VideoBadMBs signal.  This contributions was in keeping with the intent of the meaning for this new signal, and the refinement was welcomed.



The group’s opinion was discussed with Q.11-14 in a joint session, with the conclusion that the authorized changes necessary should be coordinated with Q.11-14 for rapid inclusion in the H.230 implementers guide.

3.1.6	H.320 vs. H.324 Annex D (H.324 on ISDN) Discussion

Question 11 indicated to Q.15 in a joint session that a revision was planned to remove any remarks regarding impending H.320 obsolescence from H.324, in light of H.320’s continuing significance in the marketplace.  While this has no direct effect on the work of Q.15, it is a development worthy of note to our experts.

3.1.7	H.323 Annex I with Uneven Level Protection [Q15-J-61]

A technique for providing error resilience to packet networks using cross-packet forward-error correction (FEC) codes was presented [Q15-J-61].  The proposed technique utilized the addition of error correction packets having a size not necessarily as large as that of the largest of the corrected packets.  It was shown to be capable of providing a varying amount of error-correction protection, emphasizing the importance of the earlier bits in each packet (as these would be the bits protected by a short FEC packet).  This technique was described as being capable of good protection of arbitrary media types, as long as the packetization design for each media type included placing the most important data nearer to the beginning of each packet.  This contribution was presented to Q.15 only for information purposes, with no specific action was requested of Q.15.  A similar contribution (APC-1751) was provided for consideration of Q.13 as a technique for H.323 Annex I (mobile packet-network multimedia terminals), based on its system-design impact.

3.2	H.263/H.263++ in IETF Environments

3.2.1	Profile Specification and Use in SIP/SDP/MIME [Q15-J-13, Q15-J-76]

A contribution was provided which advocated the use of defined profiles of H.263 in IETF environments characterized by the SIP/SDP, or MIME protocols (which lack a detailed capability exchange mechanism) [Q15-J-13].  The group welcomed this information, and decided to send a collaborative letter [Q15-J-76] to the Audio-Video Transport group of the IETF describing profiles for H.263 and encouraging their use with IETF protocols.

3.2.2	Use of RFC 2429 for H.263++ [Q15-J-52]

A contribution was provided which analyzed the applicability of the IETF RFC 2429 packetization format for H.263++ bitstreams [Q15-J-52].  It concluded that RFC 2429 was fully adequate for the H.263++ Annexes, except possibly for two issues:

As drafted, H.263++ Annex V lacks byte alignment for its motion marker code.  The contribution indicated that this might be a problem.  However, after further group discussion, it was concluded that there is no need for the Annex V design to change in this respect, as the location of the boundary between a packet carrying motion vectors and another packet carrying coefficient data is not important – as long as the motion vectors and motion marker are placed in a separate packet from the bulk of the coefficient data.  Since the coefficient data is not likely to be useful if the motion data is lost, it is not important if the beginning of the coefficient data is lost along with the motion data.  The group therefore concluded that no change was needed for RFC 2429 to be capable of carrying H.263++ Annex V bitstreams;

As drafted, H.263++ Annex W allows picture headers (including supplemental enhancement information) to possibly become very large.  Since RFC 2429 is not capable of attaching extremely large redundant picture headers (larger than 504 bits) to packets, this may pose somewhat of a problem.  However, it was noted that Annex W information is not actually necessary to the video decoding process, and that RFC 2429 could be used to repeat just the beginning part of a picture header.  Annex W itself is also now capable of carrying repeated picture header data to provide similar error resilience capability as that of RFC 2429.  It was decided that it would be a good idea to add a warning about the use of large picture headers into the text of Annex W, and to otherwise take no action.

The group therefore concluded that RFC 2429 was fully capable of carrying H.263++ bitstreams, which was very welcome information.

H.263 Packetization Interoperability Issues [Q15-J-64]

A late contribution was registered as a result of a contribution in the Q.12-14 group on the subject of interoperability difficulties regarding H.263 packetization [Q15-J-64] (APC-1789).  This contribution was provided to Q.15 to provide information regarding difficulties in H.263 interoperability in the field as a result of packetization format confusion.  We ask the Q.15 experts to review and comment on this information.

3.3	Coordination With ISO/IEC JTC1/SC29/WG11 (MPEG)

See sections 1.7 and 2.1 above.

Coordination With Other Organizations (3GPP, 3GPP2, Cable Systems, etc.)

It was noted that a number of other organizations, such as the 3GPP and 3GPP2 mobile network development effort, were developing requirements for video-capable terminals.  Some discussion of the status of work in these areas was held, but no specific action was taken.

4.0	TECHNICAL CONTENT PROPOSALS FOR H.26L AND H.263++

4.1	H.26L Proposals and Demonstrations [Q15-J-07]

The status and priorities of the H.26L project were reported as described above in Section 1.6.4 [Q15-J-07].  Two other documents for this project were provided to reflect the Geneva results: Test Model Long-Term Number 3 (TML-3) [Q15-J-08] and a Core Experiment description for Adaptive Motion Accuracy (AMA) [Q15-J-09].

4.1.1	TML-3-Based Proposals [Q15-J-08]

The first broad category of proposals were those based on the basic design of TML-3 [Q15-J-08], which improved upon TML-2 by:

16(16 chroma coding (which reduces artifacts at low per-sample bit rates)

Rate-distortion quantization of chroma

However, it should be noted that some of the experiment results were conducted relative to the “Sharp” software which was an implementation of TML-2 but without rate-distortion quantization of either luma or chroma, thus suffering about 0.25 dB in performance in their anchors.

4.1.1.1	Coding Efficiency and Perceptual Improvement Proposals

4.1.1.1.1	Motion Interpolation Filtering [Q15-J-14, Q15-J-28, Q15-J-29]

A contribution was provided which analyzed interpolation filtering for 1/4 and 1/8-sample filtering.  Although the results were not entirely consistent, it found that higher motion vector accuracy and filter kernels longer than the 4(4-tap separable filters currently in the test model could provide a benefit in performance.  As might be expected, the benefit was greater at higher bit rates per sample and on detailed slow-moving content.  The results essentially verified other results presented in Geneva and Red Bank.



Another contribution was also provided which included a test model description for use of 1/4-sample motion using 4(6 separable interpolation to 1/2-sample resolution and 2(2-tap separable filtering to 1/4-sample resolution – as proposed in Geneva [Q15-J-28].  Sample software was provided which included this feature [Q15-J-29].



A gain averaging about 0.6 dB (up to 1 dB) was found using 1/4-sample motion with 6(6-tap separable filtering to 1/2-sample resolution and 2(2-tap separable filtering to 1/4-sample resolution, relative to the current test model’s 1/3-sample motion with 4-tap filtering.  A gain averaging about 0.8 dB (up to 2 dB) was found using 1/8-sample motion with 8(8-tap separable filtering to 1/2-sample and to 1/4-sample resolution and 2(2-tap separable filtering to 1/8-sample resolution.  The visual performance was reported to be consistent with the PSNR plotted results.



The concept of a “special position” as previously embodied in the test model (see example in Geneva contribution from Telenor) was not tested in these experiments and may still hold potential for improved perceptual quality.



Based on the reported results, the group decided to modify its test model by increasing motion vector accuracy to 1/4-sample values and to increase the filter length to use 6(6-tap filtering to 1/2-sample resolution and 2(2-tap filtering to 1/4-sample resolution.  Some complexity reduction could hypothetically be achieved by changing this to use 4-tap rather than 6-tap filters in the first stage of the vertical dimension as mentioned in Telenor’s Geneva contribution D.361.  Some further performance improvement could hypothetically be achieved by adding a “special position” with heavier filtering, or by further lengthening the filters and increasing the motion vector accuracy beyond the adopted 1/4 sample accuracy.

4.1.1.1.2	Adaptive Motion Accuracy [Q15-J-15, Q15-J-09, Q15-J-25]

As a result of the Geneva discussions, the group designed a core experiment on the use of adaptive motion accuracy (AMA) to improve motion compensation performance when using more accurate motion [Q15-J-09].  This decision was based on earlier work showing that the AMA feature was beneficial to performance when the test model used less accurate motion and shorter filters.



Two sets of results for this core experiment were provided [Q15-J-15, Q15-J-25].  Each found little if any benefit for the AMA technique as tested when using 1/4-pel motion.  Some benefit was reported for AMA with 1/8-pel motion at low bit rates.



As a result of this experiment, the group decided that AMA would not be in our output test model.  It is very possible that the lack of benefit shown for AMA was the result of the method in which the experiments were conducted rather than showing flaws in the basic concept of AMA (e.g., AMA was tested for choosing between 1/2 and 1/4 sample accuracy and between 1/2, 1/4, and 1/8 sample accuracy, but not for choosing between 1/4 and 1/8 sample accuracy only; the UVLC table used to code the AMA choices had some inefficiency; and a block size choice was made after only 1/2-sample motion testing).  However, the group felt that since some significant due diligence had been performed and AMA was not compelling in those tests, the group must move forward for now without AMA in its design.

4.1.1.1.3	Intra Prediction [Q15-J-26, Q15-J-28, Q15-J-29]

A contribution was provided which tested the effectiveness of using two additional directions for spatial prediction in intra coding [Q15-J-26].  A test model description and software including this feature were also provided [Q15-J-28, Q15-J-29].  It was reported that adding these directions improved performance, averaging about 0.25 dB (ranging from 0 to 0.6 dB improvement).  Since this technique adds little complexity, it was adopted into the group’s test model.

4.1.1.1.4	Deblocking Filter [Q15-J-27, Q15-J-28, Q15-J-29]

A contribution was provided which described a deblocking filter that could be applied to the 4(4 block coding design of the test model [Q15-J-27].  A test model description and software including this feature were also provided [Q15-J-28, Q15-J-29].  An objective improvement was obtained averaging approximately 0.25 dB (ranging from 0 to 0.5 dB), with best performance at higher bit rates.  The filter was designed and tested to operate within the motion prediction loop of the encoder and decoder.



A demonstration of the performance of this filter was provided.  The performance was judged to be fairly close in visual quality to the prior test model design, but with sharper visual quality overall and some extra edginess in detailed and smooth areas.  The sharper quality of the filter and the PSNR gain shown by including it were judged to be of interest to the group.



The complexity of the proposed filter is somewhat higher than what we would prefer.  However, the group decided to adopt the proposed design into the test model and later work toward reducing its complexity and perhaps improving its quality at lower bit rates.

4.1.1.1.5	Simulation Software and Remarks on Chroma Processing [Q15-J-28, Q15-J-29]

Simulation software and a test model description were provided for combining 1/4-sample motion, improved intra prediction, and the new in-loop deblocking [Q15-J-28, Q15-J-29].  The combination of these three features was shown to provide a significant benefit in performance.



Some remarks were made on the issue of chrominance component processing as a result of experience gained in use of this modified test model software [Q15-J-28, Q15-J-29].  It was noted that the test model does not use chrominance data in performing motion estimation and mode decisions.  The current test model, which uses a smaller step size for chrominance data, was reported to be using as much as 30% of its total bit rate on chrominance data – but our results are typically shown in plots for luminance performance only.  Up to 1.0 dB of performance gain on luminance was reported to be obtainable by expending less of the bit rate on chrominance.



The group therefore encourages further investigation of the issue of the use of chrominance data in the test model design.  Inclusion of chrominance components in decision-making processes for motion estimation and mode decision is probably advisable, and perhaps also modifying the relationship between luminance and chrominance quantization.

4.1.1.1.6	Adaptive Block Transforms [Q15-J-41, Q15-J-68]

Some preliminary experiment results were provided which appeared to show that some benefit might be obtained by allowing adaptive selection of transform size and shape, perhaps based on a coupling of the block size used for motion compensation with that used for residual difference transformation.  It was proposed to add a length-8 and length-16 transform kernel to the present length-4 kernel, and allowing combinations of different transform sizes in the horizontal and vertical dimensions.



The reported results were quite preliminary – not based on actual coding performance using the modified design.  The group therefore could not make a judgment on the usefulness of adaptive block transforms at this time.  However, the group was encouraged by the preliminary results and asked for a core experiment design to be produced so that this concept could be tested more thoroughly in the near future [Q15-J-68].

4.1.1.1.7	Entropy Coding Efficiency [Q15-J-57]

A contribution was provided which analyzed the compression efficiency of the entropy coding of various elements of the H.26L TML syntax [Q15-J-57].  The tests appeared to show that some improvement in coding efficiency could be obtained by either changing the UVLC table for some syntax elements, or by changing the mapping of symbols to the table.  An analysis of the apparent dependence of the entropy coding efficiency on quantization step size and on particular video sequences was provided.  The test results were somewhat preliminary (e.g., they used testing within their training set) and no specific action was requested for adoption of a modified entropy coding method at this time.  However, further investigation is encouraged of the issue of entropy coding efficiency and how it might be improved by adapting the entropy coding method to other coding conditions such as quantization step size.

4.1.1.2	Error Resilience and Scalability

4.1.1.2.1	Data Partitioning and Slice Structured Coding [Q15-J-18, Q15-J-23, Q15-J-53]

A contribution was provided which advocated the addition of slice-structured coding to the H.26L design.  A specific slice header format was proposed.  Experiment results were shown which indicated that slice-structured coding would have a similar effect on error-free coding efficiency as in H.263.  A 33-bit slice header start code was proposed for use.  There was a remark from the group that a 31-bit code might also suffice which, although it can be emulated in the bitstream, can be distinguished from its emulation due to the self-aligning nature of the UVLC code table.



A related contribution was provided which advocated the establishment of a “Network Adaptation Layer” (NAL) for H.26L and the support of a data partitioned structure in this NAL [Q15-J-23].  The NAL would lie between the basic Video Coding Layer (VCL) design and the network, defining an interface capable of some customization of the structure of the video data for the network.  The VCL could include a definition of priority classes within the syntax, and the NAL could deal with packetization, start codes, unequal error protection, QoS customization, etc.  Experiment results were provided to show the impact of the loss of data in different priority classes.  A similar data partitioning and adaptation layer concept was promoted in another contribution with similar reported benefits [Q15-J-53].  The concept of splitting the syntax into distinct NAL and VCL entities is essentially as discussed and planned previously for this project (e.g., in Q15-I-56).



The group endorsed the network adaptation layer concept and wished to progress on such a definition.  An ad-hoc group was therefore formed to work on the definition of an NAL.

4.1.1.2.2	Network Robustness Requirements [Q15-J-22]

A set of proposed requirements for network robustness were provided as a joint contribution from a number of organizations [Q15-J-22].  The contribution advocated the adoption of requirements for a variety of coding scenarios (e.g., real-time low-delay operation, unicast delivery of stored content, multicast, and broadcast) and a variety of network topologies and conditions.  It discussed the impact of these issues on codec design and suggested some specific design aspects aimed at achieving the goals, including data partitioning and “fine granularity scalability” in spatial, temporal, and SNR aspects.



The group does encourage further work on these issues and wishes to adopt the goals outlined in this contribution as key technical areas of interest to the project.  We consider some of the issues surrounding this contribution to be closely tied to the work on the definition of an NAL as described in the previous section (Section 4.1.1.2.1).

4.1.1.2.3	Quality Scalability with Fine Granularity [Q15-J-24]

A contribution was provided which described a form of scalability with fine granularity to cope with the need for error robustness and to provide for rapid adaptation to bandwidth variation [Q15-J-24].  The method performs a reordering of coefficients into subbands, with adaptive arithmetic coding of bit-plane quantized data.  The coding scheme has a number of similarities with prior methods of wavelet-based picture and video coding. The data stream thus constructed is progressive within a picture, although any prediction from picture to picture would have drift issues for different levels of coding quality.



The group welcomes this contribution and encourages further work on such topics.  The results are too preliminary to have an immediate impact on our test model at this time.  However, these techniques may provide a useful enhancement of H.26L as they mature.

4.1.1.2.4	Spatial Scalability [Q15-J-40]

The concept of spatial scalable coding for H.26L was discussed in a contribution [Q15-J-40].  It started with a design based on H.263+ Annex O’s EI and EP (enhancement intra and enhancement predicted) pictures, and suggested adding an additional feature which used a motion estimation search in both the encoder and decoder to determine a motion vector for use as a new prediction mode.  The motion estimation search includes matching an upsampled lower layer picture with enhancement-layer reference pictures (in both the encoder and decoder).



It showed the performance of this technique relative to that of single-layer coding at higher resolution, and to simulcast coding of independent bitstreams at different resolutions (with the same quantization step size for both resolutions).  The range between these two reference points was about 1.5 to 2.0 dB for the three tested sequences, and the H.263-based spatial-scalability scheme was reported to only achieve a gain ranging from about 0.0 to 0.5 dB over simulcast.  The new proposed prediction mode was shown in these tests to obtain an additional gain ranging from about 0.0 to 0.3 dB.  The small gain shown for the H.263-based spatial scalability design (versus simulcast) makes one wonder whether the results shown are truly representative of what can be achieved with that method.  It was not clear to the group whether the additional small gain shown for adding the new prediction mode was worth the addition of the further motion estimation complexity in the encoder and decoder.  Further work would need to be conducted to determine what action the group should take on spatial scalability.

4.1.1.2.5	Temporal Scalability [Q15-J-45]

A contribution was provided which gave results for the use of B-pictures in an H.26L framework.  As tested, only 16(16 motion was used in the B pictures, and five prediction modes were used:

Forward,

Backward,

Direct

Bidirectional

Intra

A very significant performance improvement was shown (about the same whether one or two B pictures was used between each pair of P pictures), perhaps 1.5 dB on average.  B picture fidelity was controlled to spend approximately 1/3 of the bit rate on B pictures.



It was remarked in discussion that perhaps better performance could be obtained by allowing 4(4 motion in B pictures, particularly if joint motion estimation was performed rather than the independent estimation done in these tests.



The group judged that the B pictures concept and performance reported previously by Lillevold had been confirmed by these experiments, and decided to act to adopt B pictures into the test model at this time.

4.1.2	Nokia MVC-Based Proposals

4.1.2.1	The Nokia MVC Design and Software [Q15-J-19, Q15-J-20, Q15-J-46, Q15-J-65]

The Nokia MVC (Mobile Video Coder) proposed design was described in detail in a set of contributions contianing an overview [Q15-J-65], a description of the syntax and decoder [Q15-J-19], a description of the encoder [Q15-J-46], and software provided for testing the current design [Q15-J-20].  This design represents the primary alternative to the current test model design, and appears to have coding efficiency performance somewhat superior to that of the test model.  One of our highest-priority short-term goals is to evaluate and reconcile the differences between these two designs.  Our plan from the Geneva meeting was to initially focus on intra coding performance in this evaluation.  Some degree of convergence of these methods toward each other already seems to be under way, with the improved loop filter and intra prediction schemes as adopted above and the study area of adaptive block transform size with coupling of motion and transformation also described above.  The Nokia MVC coder can be roughly summarized as follows:

It uses directional intra prediction (now with an added intra-picture vector displacement prediction method).

It uses variable block sizes for motion prediction (16(16 and 8(8) and difference transforms (a wider variety), with some coupling between the block sizes for these two purposes.

The motion prediction can use a 6-parameter affine model in addition to being able to represent conventional block motion.  The motion prediction model is represented using a quantized orthonormalization representation.

Motion sample interpolation uses 4(4 tap separable cubic Catmull-Rom interpolation.

It uses an adaptive in-loop filter for refining the quality of the final picture representation.

The complexity of the encoder for the Nokia design is reported to be “scalable” in the sense that a significant amount of computational savings can be achieved with little loss in performance.  For example, it was reported that a version of the Nokia design could operate in real time at QCIF resolution while encoding ten frames per second on a Pentium processor (with some optimization for the Intel MMX™ instruction set) – showing about only a 0.1 dB performance loss with about 1/3 the complexity of the presented design.  The Nokia MVC design has been somewhat refined in the last few months, resulting in somewhat better performance overall.

4.1.2.2	The Addition of Long-Term Memory to the Nokia MVC Design [Q15-J-42]

The long-term memory feature was added to the Nokia MVC design, with reported results showing gains similar to that achieved by adding this feature to the H.26L test model design – a gain of 0.1 to 1.0+ dB when using five reference pictures [Q15-J-42].  As with the test model, the selection of a reference picture for motion compensation was chosen at the macroblock level (there was some discussion as to whether the test model should be able to make this choice at a lower level).

4.1.2.3	Modified Affine Description Method [Q15-J-56, Q15-J-63, Q15-J-69]

A contribution was presented which proposed an alternative representation for the affine motion used in the Nokia MVC design, using three motion vector offsets rather than the present quantized orthonormal representation [Q15-J-56].  The experiment results reported in this contribution were preliminary, not based on actual coding performance with use of the proposed technique.  A proposal was also provided to develop a core experiment based on this issue [Q15-J-63].



The results appeared promising for further investigation, so the development of a core experiment was authorized.  The experiment description is to be provided as Q15-J-69.

4.1.3	TML-3 vs. Nokia MVC Performance Comparisons

4.1.3.1	Overall Performance Comparison [Q15-J-21, Q15-J-65]

A direct comparison of performance between the prior test model and the Nokia MVC design was provided [Q15-J-21], and updated results were also provided using the new software from Telenor as a reference [Q15-J-65].  With the latest adoptions into the TML design, the Nokia MVC showed an overall performance advantage of perhaps 0.5 to 1.0 dB.



Subjective performance was also demonstrated relative to the latest Telenor software.  The group had no clear overall preference for either codec in this demonstration, which appears to be due to the diminished gap in overall performance as a result of the latest additions to the TML design.

4.1.3.2	Nokia MVC Intra, TML-3 vs. Nokia MVC Inter, and Nokia MVC complexity [Q15-J-38]

A contribution was provided which reported several results of testing performed on the MVC design [Q15-J-38].  The first set of results in this contribution, although not as a result of direct comparison of the Nokia and TML designs, reported that the Nokia MVC design appeared to be very efficient at intra picture coding.  The second reported result was that the Nokia MVC design showed a significant performance benefit for inter coding relative to the pre-Osaka TML design. (These results also showed that the improved intra coding performance of the Nokia MVC design often had a significant effect on the overall fidelity of the video sequence, just due to the improvement in coding the first picture.)  And the third reported result was that the Nokia MVC design appeared to have reasonably fast decoder complexity, with pure-C software performing QCIF decoding on a 500 MHz Pentium III at 100 pictures per second (not using any time for display or file storage of output pictures).

4.1.3.3	Nokia MVC vs. TML Intra Coding Performance [Q15-J-47, Q15-J-65]

A comparison was provided of Nokia MVC vs. TML Intra coding performance [Q15-J-47], and updated results were also provided using the new software from Telenor as a reference [Q15-J-65].  The gain in intra coding performance exceeded the gain in overall performance, with an improvement of 0.0 to 2.0 dB when examining intra coding performance in isolation (particularly showing an intra coding benefit ranging from 0.7 to 2.0 dB at higher per-sample bit rates).



Based on the results reported in this contribution and others showing the excellent intra coding performance of the Nokia MVC design, the group decided that it wishes to adopt the improvements shown in the Nokia MVC demonstration.  However, some further work needs to be conducted to determine how to unify the design with that of the current TML specification.  Further work also needs to be conducted to determine how to minimize complexity and to provide adjustable encoder complexity with a minimal impact on the performance of less complex encoders.

4.1.3.4	Nokia MVC Motion Compensation in a TML-2 codec [Q15-J-43]

A contribution was provided which compared the efficiency of the Nokia MVC affine motion compensation method with the block motion in the test model [Q15-J-43].  The affine motion compensation, when used with TML-2/Sharp residual difference coding, provided a benefit ranging from 0.1 to 0.5 dB.  The recent improvement of the test model motion compensation design would seem to erase this difference.  Thus it seems that the difference in coding performance between the Nokia MVC and TML designs is not simply due to using affine motion.  Further issues must be at work, such as the coupling of the motion representation with the difference coding method.



The contribution also provided information about the performance loss which would be incurred if the Nokia MVC design were altered so that the residual difference coding used only conventional 8(8 DCT coding.  The difference in this case would appear to show a penalty of 0.0 to 1.0 dB for 8(8 DCT coding, with a larger difference at higher per-sample bit rates.



The PSNR gains from the Nokia MVC design thus appear to involve a combination of the motion and residual difference coding design.  Further investigation is needed to provide the additional information necessary to fully understand the merits of the various elements of the Nokia and TML designs (including recent TML enhancements).

4.2	H.263++ Proposals and Demonstrations [Q15-J-06]

The status and priorities of the H.263++ project were reported as described above in Section 1.6.3 [Q15-J-06].

4.2.1	Draft Annex U (Enhanced Reference Picture Selection)

4.2.1.1	Real-Time Performance Demonstration [Q15-J-11]

A real-time performance demonstration for Annex U was provided, along with additional data on its effectiveness [Q15-J-11].  The demonstrated codec included 100 kbits/sec CIF 10 fps operation of H.263+ annexes F, I, J, and T as well as Draft Annex U.  It performed a small search range test surrounding a prediction vector and a zero-valued vector in four reference pictures, in addition to a conventional motion search in the immediately-prior reference picture (a total of 5 FIFO-managed reference pictures).  The demonstration showed a dramatic performance improvement in some scenarios (e.g., an object rapidly moving across a detailed background) and clearly significant and visible gain in more (essentially all) scenarios.  Objective performance data submitted along with the demonstration provided further evidence that this actual implementation was obtaining a very significant gain in performance as a result of its implementation of Draft Annex U.

4.2.1.2	Editorial Issues, Pruning, and Start-Code Emulation [Q15-J-49, Q15-J-58]

A contribution was provided which contained suggested editorial refinements of the current Draft Annex U text [Q15-J-49].  This contribution and its suggested improvements were welcomed by the group.



An additional contribution was provided which, although very supportive of Annex U in general, expressed several concerns about the current Draft Annex U [Q15-J-58]:

That it needed some editorial clean-up

That simplification of the design was desired

That it should be closely checked for start-code emulations

That the sub-picture pruning design might be difficult to implement

That further error resilience was needed for encoder-decoder buffer synchronization

The sentiments of the contribution were supported by the group, and some actions were taken in response:

Dropping sub-picture pruning from Draft Appendix II Profile 4,

Planning to add a written description of decoder operation for sub-picture pruning, and

Planning to ensure practicality of the sub-picture pruning design by conducting an operational test.

4.2.1.3	Error-Resilient Syntax [Q15-J-31, Q15-J-33, Q15-J-58, Q15-J-66, Q15-J-67]

A contribution was provided which advocated an alteration of Annex U syntax to provide better buffer synchronization in the event of errors and lost packets [Q15-J-31].  It advocated adding a picture sequence number to each picture and adding a distinction between long-term and short-term picture memories.  Long-term pictures would be referenced by their buffer index and short-term pictures would be referenced by their picture sequence number.



Another contribution in a similar spirit was received – also targeting improved buffer synchronization [Q15-J-33].  In this contribution, buffer synchronization could be maintained by having the encoder send differentially-encoded temporal reference values to the decoder – indicating the state of the encoder buffer.



Further remarks supporting some need for improved buffer synchronization were contained in another contribution, although that contribution did not provide any specific technical proposal for dealing with the problem [Q15-J-58].



After discussion by the group, the proposal to add picture sequence numbers was adopted [Q15-J-31].  The manner in which the buffer contents are synchronized was modified as a result of group discussions.  The plan was adopted to specify a syntax for temporarily re-ordering which pictures are at the head of the buffer, which are otherwise ordered in descending picture sequence number order.  [Post-meeting note: The produced output document as offered by the editors differs somewhat from the Osaka plan in this respect.]  The temporary reordering indications would be sent by entropy coding of the difference between picture sequence number values.  To prevent synchronization and buffer management issues surrounding which pictures would be deleted from the buffer, each picture that displaces a buffered picture in memory would contain an explicit indication of which buffer to delete.  Picture deletion indications may be repeated to prevent misalignment due to loss of deletion messages.  In order to specify a unique identifier for each picture, the decoder must add MSBs to picture sequence numbers if these numbers roll over past the wordlength of the sequence number field.  [Post-meeting note: The produced output document as offered by the editors differs somewhat from the Osaka plan in this respect.]  The editor was asked to provide a draft reflecting this design, which was registered as Q15-J-66.



PictureTel asked to submit a description of an alternative syntax for error resilient buffer handling for evaluation by the experts as an alternative to the above, also based on sequence numbers but having a distinction between “long-term picture memory” and “short-term picture memory” buffers and not requiring decoder to add MSBs.  This description was registered as document Q15-J-67.

4.2.1.4	Interaction With Other Annexes [Q15-J-34, Q15-J-50]

A study was submitted describing how Draft Annex U interacts with the operation of other annexes of the H.263 specification [Q15-J-50].  There were some remarks on this study as follows:

The interaction with section F.3 needs further clarification.

If Annex U is turned off and then back on, we will specify that this resets the entire buffering state to empty.

If operation switches from Annex U to Annex N or vice versa, buffers are not inherited – they are reset to an empty state.

The impact of sub-picture pruning may need further thought.

Interaction with Annex P may need further thought.



Additionally, another contribution was received on the mode interaction issue [Q15-J-34].  It asked for a specific type of operation to be allowed for the interaction of Annex U with Annex O’s B-pictures.  It advocated the use of such B pictures with Annex U for the following advantages:

Complexity scaling by having discardable pictures,

Interlaced coding using field-structured picture buffers,

Trick-mode playback enabling (e.g., 3x playback by decoding only P pictures),

Gradual picture transitions to reduce “intra beat” phenomena, and

Coding gain achieved by use of temporal bidirectional prediction.



In response to this contribution and the need to define some form of mode interaction, the group adopted the following design for interaction between Annex U and Annex O’s B-pictures:  The picture header will indicate whether all macroblock forward motion references use the same reference picture or whether a picture temporal index is sent at the macroblock level instead.  A sub-mode will indicate whether one or two future reference pictures may be used for backward prediction.  If two, the picture header will indicate whether all macroblock backward motion references use the same reference picture (and which reference picture that would be) or whether a backward reference selection bit is sent at the macroblock level instead.

4.2.2	Draft Annex V (Data Partitioned Slices)

There was no identified need for action regarding Draft Annex V (although there was a contribution discussing its interaction with RFC 2429 as discussed above in Section 3.2.2).

4.2.3	Draft Annex W (Additional Supplemental Enhancement Information)

4.2.3.1	IDCT Definition [Q15-J-32, Q15-J-36]

A contribution was provided which contained proposed modifications to the fixed-point IDCT currently defined in Draft Annex W.  Some misgivings were expressed about the proposed modification’s editorial readiness for adoption (e.g., the computation of an unused variable round_val in the software).  Little group analysis of this issue seems to have been conducted.  As a result, the group was unable to really render an opinion on the proposed modifications and thus plans at present to keep its current draft unchanged.



The proponent of the modifications indicated that neither design of drafted IDCT software would actually pass the Corrigendum 2 requirements of H.262.  (This compliance was asserted in Red Bank’s Q15-I-11 and should be easy to test using an adaptation of the software submitted previously in Q15-H-29.)  This is a serious concern, and the software should be re-tested for such compliance.



Another contribution advised that compliance with the Annex W IDCT would be difficult to require at this late stage of H.263 development, that any IDCT specification might tend to favor certain architectures of implementation over others, and that compliance with the Annex W IDCT should not be a requirement of the new Appendix II profile 4 [Q15-J-36].  This contribution did not oppose the standardization of the Annex W IDCT, but did oppose trying to make such a standardized IDCT mandatory in Appendix II profile 4.  No specific action was needed on this contribution, since it did not advocate any alteration to our existing plans.

4.2.3.2	New Messages Proposed for Error Resilience [Q15-J-55]

A contribution was provided which advocated the addition to Annex W of some new messages for error resilience purposes [Q15-J-55]:

Addition of an error concealment type indication (intra vs. inter concealment):  This proposed addition was not adopted for various reasons (it resembles a normative error concealment indication previously rejected, it lacks specificity in its concealment indication, the full benefits are not shown and verified, etc.)

Addition of a picture sequence number:  This proposed addition was adopted, but only for when Annex U (which has its own such sequence number) is not in use – and the definition will closely follow the design of the picture sequence number in Annex U.

Indication that if a particular reference picture is lost, some other reference picture may be used instead – thus avoiding unnecessary fast update requests: This proposed addition was adopted.

Additionally, after discussion of the error resilience aspects of the picture header repetition currently designed in Annex W, the group decided to add a “next picture header” repetition message – both with and without temporal reference validity.  This provides the same type of function of the other picture header repetition functions in Annex W but without waiting for a subsequent picture to be received at the decoder.

4.2.3.3	Text Messages [Q15-J-54]

A contribution was provided which advocated some changes to the specification of text messages in Draft Annex W [Q15-J-54].  Following recommendations in this contribution, the group decided to add a “description text” message to Annex W and to provide a “text track number” for use as a language or other such indicator.  Other issues which were discussed but not recommended and not adopted were color coding, text positioning, and conversation text.

4.2.4	Draft Appendix II (New Profiles and Levels Definitions)

4.2.4.1	Draft Reflecting Interim Discussions [Q15-J-12]

A modified draft of Appendix II was provided, reflecting interim discussions on our email reflector and editorial improvements [Q15-J-12].  After discussing this draft, the group decided upon the following modifications:

Adding a sentence or two of reasoning description prior to each profile definition, stating the purpose of the specified profile.

Removing Annex U’s sub-picture pruning from Profile 4 (also discussed in section 4.2.1.2 above).

Clarifying the frame rate support requirement.

4.2.4.2	Profile Use in IETF Environments [Q15-J-13]

A contribution was provided on the use of profiles in IETF environments [Q15-J-13].  Its disposition is discussed above in Section 3.2.1.

4.2.4.3	Remarks on Defined Profiles [Q15-J-35]

A contribution was provided which contained several remarks on the profiles defined in Appendix II [Q15-J-35].  Three specific recommendations were made:

Doubling the hypothetical reference decoder buffer size in Profile 4.  This was adopted.

Increasing the number of reference pictures for Annex U in Profile 4.  This was adopted by increasing the number from 3 to 5.

Adding Annex S (Alternative Inter VLC) to Profile 4.  This was not adopted due to Annex S’s detrimental effect on error resilience and its limited degree of performance improvement.

5.0	TEST MODEL, SOFTWARE, AND ENCODING

5.1	Ad-hoc on error resilience testing [Q15-J-04]

The presentation of the ad-hoc report on error resilience testing was reported above in Section 1.6.1 [Q15-J-05].

5.2	Ad-hoc on test model, software, and encoding [Q15-J-05]

The presentation of the ad-hoc report on test model enhancement, software, and encoding methods was reported above in Section 1.6.2 [Q15-J-05].

5.3	Internet Anchor Bitstreams [Q15-J-10]

A contribution was provided including anchor bitstreams for comparative testing using internet error patterns according to pre-agreed simulation conditions [Q15-J-10].  This valuable data was appreciated by the group.

5.4	Test Model Design for H.263+ Annex U Operation [Q15-J-51]

A contribution was provided which included a test model definition for operation of an H.263++ Annex U encoder [Q15-J-51].  This contribution to our test model was accepted for inclusion in our new H.263++ test model.

5.5	Picture Header Recovery for H.263++ Test Model [Q15-J-62]

A contribution was provided specifying the recover of picture header data for inclusion in the H.263++ Test Model [Q15-J-62].  This contribution was accepted for inclusion in our new H.263++ test model.

5.6	Telenor Software Contribution [Q15-J-29]

Software was provided by Telenor including much of the proposed alterations which were adopted into the latest (post-Osaka) H.26L test model [Q15-J-29].  The group greatly appreciates this software and believes such software to be a great aid to our work.

5.7	Nokia MVC Software Contribution [Q15-J-20]

Software was provided by Nokia for its MVC H.26L proposed design [Q15-J-20].  The group greatly appreciates this software and believes such software to be a great aid to our work.

6.0	WORKPLAN FOR H.263++

6.1	Status of Work and Action Taken [Q15-J-06]

As reported in the ad hoc report on H.263++ enhancement efforts, the H.263++ draft Annexes U, V, and W reached determination at the February meeting in Geneva [Q15-J-06].  Some refinement of the determined draft was conducted at this meeting.  The adopted changes are described above in Section 4.2.

6.2	Schedule

The H.263++ Schedule is shown in Table 3.  Our plan is to submit a white document draft by 15 July for final Decision at the meeting of SG 16 in November.

TABLE 3

H.263++ Workplan

Meeting�Approx Date�Type�Milestone��SG16-1�17 March ‘97�Study Group���Q15-A�24 Jun ‘97�Experts���Q15-B�8 Sep ‘97�Experts�Adoption of Workplan��Q15-C�2 Dec ‘97�Experts�Start of Significant Effort��SG16-2�26 Jan ‘98�Study Group���Q15-D�21 Apr ‘98�Experts���Q15-E�21 Jul ‘98�Experts���SG16-3�14 Sep ‘98�Study Group���Q15-F�3 Nov ‘98�Experts���Q15-G�16 Feb ‘99�Experts�First Formal Draft Adoptions��SG16-4�17 May ‘99�Study Group���Q15-H�3 Aug ‘99�Experts���SG16-5�30 Sep ‘99�Study Group���Q15-I�18 Oct ‘99�Experts�Drafting for Determination��SG16-6�7 Feb ‘00�Study Group�Determination��Q15-J�16 May ‘00�Experts�Bug-checking��Q15-K�15 Jul ‘00�Experts�Final Draft for Decision��Q15-K�Aug ‘00�Experts����Nov ‘00�Study Group�Decision��

7.0	WORKPLAN FOR H.26L

7.1	Status of Work and Action Taken [Q15-I-07]

As reported in the ad-hoc report [Q15-I-07], there were a number of contributions toward the H.26L project at this meeting.  The actions taken on these contributions are described above in Section 4.1.

7.2	Future work, KTAs, and Functionality Areas

Since the TML-2 was defined in this meeting, technical proposals for future meetings should compare their performance against the algorithm described in the latest TML document. It was strongly requested that the contribution of technical proposals should clearly describe which part of the TML should be changed and how the TML should be changed for incorporating their proposed technology.



As the result of discussion, the group agreed upon the following list of three technical features, which had an urgent need to be worked on for an improvement of TML specification.



Shortcomings of TML-1 improvement taken as action items to evaluate and correct:

(1) Quantizer step size control

  - Step size change on macroblock by macroblock basis

  - Check the step control specified (currently 12% increase per increment)

(2) Network friendly bitstream structure

  - Resynchronization scheme

  - Packet oriented structure

  - Adoption of data partitioning

(3) Full description of decoder processing for corrupted/lost data

  - Detection of error/loss of data

  - Error concealment scheme



The technical areas for further improvement was discussed. The group reviewed the prior list of H.26L KTAs and identified the following six KTAs for H.26L development.



H.26L KTAs

Inter frame prediction motion handling

(1) Improved motion compensation accuracy

- Increased motion vector accuracy (Q15-H-20)

   - Pixel interpolation scheme (cubic interpolation)

(2) Affine motion model

  - Adoption of six parameters affine motion model (Q15-F-24)

  - Control grid warping method (Q15-H-32)

  - Combination with block MC (Q15-H-32)

(3) Supported block segmentation strategies



Inter frame residual coding (also applicable to Intra texture coding)

(3) VQ, wavelet residual coding method

  - Adoption of (variable-dimension) VQ scheme (Q15-F-24)

  - Adoption of wavelet coding (Q15-G-27, Q15-G-36, Q15-H-32)

  - Incorporation of SCT (Q15-G-27, Q15-F-18/19)



Intra frame coding

(4) Enhanced Intra coding performance

  - Improvement of prediction in Intra coding (Q15-F-24)

  - Adoption of wavelet coding method (Q15-G-36, Q15-H-32)



Entropy coding

(5) Improvement of entropy coding

  - Efficient mapping of VLC table indexes (Q15-H-19)



Error resilience

(6) Consideration on error resilience

  - Specification of error resilient decoding

  - Consideration of Multiple Description Coding (MDC) techniques

  - Consideration of interworking with media-specific unequal error protection adaptation layer



The list of H.26L functionality areas were kept unchanged as described below.



Functionality areas to be covered

(a) High compression performance

  - capable of 50% or greater bit rate savings from ’98 H.263v2 (with Annexes DFIJ&T) at all bit rates

(b) Simplification “back to basics” approach

  - adoption of a generally simple, straightforward design using well-known building-blocks

  - for example, use of one VLC for all parameters to be coded

(c) Flexible application to delay constraints appropriate to a variety of services

  - Low delay (e.g., no B pictures) for real-time conversational services

  - moderate delay usage appropriate for sever-based streaming application

(d) Error resilience

  - packet loss resilience

  - mobile channel corruption resilience

(e) Complexity scalability in encoder and decoder

  - asymmetry of encoder and decoder processing complexity

  - scalability between amount of encoder processing and achievable quality

(f) Full specification of decoding (no mismatch)

  - resolve mismatch problem (e.g., integer transform, VQ,…)

(g) High quality application

  - performance improvement in higher bitrate

  - applicability to entertainment-quality applications

(h) Network friendliness

  - ease of packetization

  - information priority control

  - application to video streaming services



The description of the codec structure by high-level software language was also discussed. The ability to describe the decoding process using a high-level language description can clearly specify what the decoder should do for any input data.  Our goal is to define not only what is valid syntax, but also how a decoder is to react to incorrect syntax.  The group agreed that not only the definition of the bitstream structure as in the conventional standard but also this specification of decoder behavior would be useful for best use of the specification. H.26L new video coding standard will take this approach in drafting the H.26L standard in future stages.

7.3	Schedule of H.26L Project

The H.26L workplan schedule kept unchanged as provided below in Table 5. However, the actual schedule will depend on the progress of work and can be modified in either direction as events develop.



TABLE 5

H.26L Workplan

Meeting�Approx Date�Type�Milestone��SG16-1�17 March ‘97�Study Group���Q15-A�24 Jun ‘97�Experts���Q15-B�8 Sep ‘97�Experts���Q15-C�2 Dec ‘97�Experts���SG16-2�26 Jan ‘98�SG16�Issue Call for Proposals��Q15-D�21 Apr ‘98�Experts���Q15-E�21 Jul ‘98�Experts���SG16-3�14 Sep ‘98�Study Group���Q15-F�3 Nov ‘98�Experts�First Formal Evaluations��Q15-G�16 Feb ‘99�Experts���SG16-4�17 May ‘99�Study Group���Q15-H�3 Aug ‘99�Experts�First Formal Draft Adoptions��SG16-5�30 Sep ‘99�Study Group���Q15-I�18 Oct ‘99�Experts���SG16-6�7 Feb ‘00�Study Group���Q15-J�16 May ‘00�Experts���Q15-K�Aug ‘00�Experts�Final Major Feature Adoptions���Nov ‘00�Study Group����Apr ‘01�Experts����Jul ‘01�Experts����Aug ‘01�Study Group�Determination���Oct ‘01�Experts�Bug-Checking���Jan ‘02�Experts�White Document Generation���May ‘02�Study Group�Decision��

8.0	CLOSING SESSION

8.1	Results of Meeting Sessions [Q15-J-66 through Q15-J-78]

The results of the meeting were reviewed in a closing session, including the results embodied in the output documents of the meeting, which include Q15-J-66 through the meeting report itself Q15-J-78.

8.2	Liaison statements and collaborative letters to be written [Q15-J-76]

The group decided to send one collaborative letter as a result of this meeting, which was to the IETF regarding H.263 profile definition for IETF environments [Q15-J-76].

8.3	Plans for future work, and ad-hoc committee designations

The future workplans for the H.263++ and H.26L projects and for deployment of our prior video codec standards were briefly reviewed.  The following ad hoc committees were established to progress the work between now and the next meeting, as detailed in Annex D:

Error Resilient Simulation Conditions and Evaluations   	(Stephan Wenger)

Test Model and Software Development			(Keiichi Hibi)

H.263++ Development				(Gary Sullivan)

H.26L Development   				(Keiichi Hibi)

H.26L Network Adaptation Layer Definition		(Thomas Stockhammer)

8.4	Future meeting plans

The future meeting plans as described above in Section 1.5 were discussed and approved.

8.5	Closing of the meeting

There being no other business necessary for Q.15 consideration, the group thanked the meeting hosts, and the meeting was closed at approximately 8:15 p.m. on Thursday June 18, 2000.
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NINTH MEETING OF ITU-T Q.15/SG16

ADVANCED VIDEO CODING EXPERTS GROUP

OCTOBER 19-22, 1999

MEETING PLAN (SEE ALSO FIGURE 1)

1.0	Opening plenary

1.1	Organizational items

Meeting logistical information

Generating attendee list					Q15-I-02

Reviewing experts list						Q15-I-03

Meeting invitation for this meeting			Q15-I-TD-0

Comments regarding ITU-T patent disclosure policy�		http://www.itu.int/ITU-Databases/TSBPatent/

1.2	Review of previous meeting report

Q.15/SG16 meeting, 03-06 August, Berlin, Germany 	Q15-I-01

1.3	Document review							Q15-I-00

1.4	Review of the meeting plan (Figure 1)			Q15-I-TD-1

1.5	Future work plans					Q15-I-29 (APC-1680)

SG16 Meeting 6, February 07-18, 2000, Geneva, CH [Come to Geneva!!!]

Q.15/SG16 Meeting “J”, April/May, 2000, Japan

Q.15 Sep?

SG meeting early 2001

1.6	Report of ad hoc committees

Error Resilience Simulations (Stephan Wenger)		Q15-I-04

Test Model and software development (Keiichi Hibi)	Q15-I-05

H.263++ development (Gary Sullivan)			Q15-I-06

H.26L development (Keiichi Hibi)				Q15-I-07

1.7	Liaison statements and collaborative letters received

MPEG-4 Video Performance Tests				Q15-I-10

2.0	Deployment and Support of H.120, H.261, H.262, H.263 / H.263+

2.1	Amd 6 to H.262 (MPEG-2) # lines in High Profile	White Doc.

2.2	H.262 (MPEG-2) working draft for production process extension											Q15-I-54

3.0	Coordination of Video Coding Needs with Other Organizations

3.1	Video Services in IMT-2000 Systems				Q15-I-15

3.2	Video requirements in future ITU-T work�					Joint Disc. with Q.11-14 Wed PM1

4.0	Proposals and Demonstrations for H.26L and H.263++

4.1	H.26L proposals							Q15-I-07

Motion Representation Techniques

B pictures							Q15-I-08

Adaptive Motion Accuracy			Q15-I-31, Q15-I-38

Motion and Aliasing Compensation			Q15-I-35

Low Complexity 1/3-pel Motion				Q15-I-40

Long-Term Memory Performance				Q15-I-47

Frame Buffering Syntax					Q15-I-45

Error Resilience Techniques

Balanced Multiple Description Coding Q15-I-28 (with Appendix)

Progressive Coding for Packet Networks  Q15-I-36 (APC 1698)

Waveform Coding

Wavelet coding of I-pictures				Q15-I-12

Addition of 8x8 Transform					Q15-I-39

Coding Artifacts						Q15-I-46

Entropy Coding using Dynamic Symbol Reordering		Q15-I-30

Deblocking and Deringing Filtering		Q15-I-33, Q15-I-34

4.2	H.263++ Proposals (May also be applicable to H.26L)		Q15-I-06

Draft Annex U: Enhanced Reference Picture Selection

Changes Proposed by Editor				Q15-I-44

Additional Proposed Changes				Q15-I-52

Draft Annex V: Data Partitioning

Editorial refinements					Q15-I-14

Draft Annex W: Fixed-Point IDCT

Accuracy and Forward DCT				Q15-I-11

Affine Motion KTA			Q15-I-41, Q15-I-42, Q15-I-43

Alternative Scan of Coefficients KTA				Q15-I-50

Media-Aware Error Control Coding KTA�					Q15-I-23 (Q11-K-13), Q15-I-49

Error Resilient Header Repetition KTA Q15-I-25, Q15-I-26 (ZIP File)

Error Concealment KTA�Q15-I-17 [need], Q15-I-18 [Using Annex L], Q15-I-19 [MB repeat],�Q15-I-20 [TCON], Q15-I-21 [Intra], Q15-I-22 [draft],�Q15-I-55 [doubts]

New Proposal: Copyright Identifier		Q15-I-22, Q15-I-27

New Proposal: Cable Videotelephony Profile		Q15-I-48

5.0	Test Model, Software Development, and Performance Optimization	Q15-I-05

5.1	H.26L Software					Q15-I-13 (ZIP File)

5.2	H.26L R-D Constrained Quantization				Q15-I-47

5.3	H.26L Motion Estimation						Q15-I-37

5.4	Error Resilience Testing and Tools				Q15-I-04

Packet Loss Simulation Tools			Q15-I-09 (ZIP File)

Mobile Mux Simulation Tools			Q15-I-53 (ZIP File)

Internet Loss Patterns				Q15-I-16 (ZIP File)

5.5	Post-Processing				Q15-I-32, Q15-I-33, Q15-I-34

6.0	Workplan for H.263++							Q15-I-06

7.0	Workplan for H.26L								Q15-I-07

8.0	CLOSING PLENARY

Presentation and review of results of meeting sessions

9.2	Liaison statements and collaborative letters to be written

9.3	Plans for future work, and ad hoc committees

9.4	Future meeting plans



�ANNEX D�Ad Hoc Committees Formed



D.1	Consideration of Simulation Conditions and Evaluations for Error Resilience Testing

This group will act with a mandate to define simulation conditions to be used for simulation demonstrations in the area of error resilient video coding until the next meeting.

Primary group communication will be conducted via itu-adv-video@standard.pictel.com reflector.
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S. Wenger, Chairperson



G. Bjøntegaard�G. Côté�T. Einarsson�M. Fong��B. Haskell�K. Hibi�M. C. Hong�A. Hourunranta��C. M. Huang�M. Karczewicz�J. Kim�A. Nakagawa��W. Niem�D. S. Park�J. Paulin�Y. Saw��G. Sullivan�J. Villasenor�T. Wiegand��������

D.2	Test Model Enhancement and Software Development

This group will act with a mandate to:

Improve the description of TMN11 for H.263+ and H.263++ Annexes

evaluate technology for non-normative enhancements to TMN11

develop reference software and useful software tools for video coding activities

The objectives of the group are to

demonstrate the achievement by the H.263+ and H.263++extensions using the test model specification for those outside the ITU-T Q15/SG16 group if possible

draft an implementers guide, informative appendix, or other such information to give good examples to users of the standard if necessary

The technical areas relevant to the ad-hoc activity are

pre- and post- processing

rate control issues

other encoder-specific content such as motion estimation methods, motion vector search ranges, mode decision mechanisms, etc.

evaluation of technology to realize a low-complexity codec (especially for an encoder)

define experimental conditions and/or new video sequences to provide good demonstrations of the performance of various methods

Primary group communication will be conducted via itu-adv-video@standard.pictel.com reflector.



Membership:



K. Hibi, Chairperson



B. Andrews�M. Bace�G. Bang�A. Bist��G. Bjøntegaard�P. Boissonade�G. Côté�M. Dahlqvist��T. Einarsson�R. Fryer�M. Gallant�T. Gardos��S. Gupta�G. Hellström�C. Huang�M. Karczewicz��A. Kaup�M. Kerdranvat�C. W. Kim�J. Kim��G. Klungsøyr�G. Liang�K. Lillevold�S. Lin��D. Lindbergh�P. List�M. Luomi�J. Mason��A. Nakagawa�T. Nakai�Y. Nakaya�W. Niem��K. O’Connell�J. Paulin�C. Quist�R. Schaphorst��J. C. Schmitt�I. Sebestyen�R. Sjöberg�G. Sullivan��H. Tanaka�Y. Tomita�T. Wiegand�M. Whybray��K. Zhang����������

D.3	H.263++ Development

To refine the draft for third-version enhancements to Recommendation H.263.

Primary group communication will be conducted via itu-adv-video@standard.pictel.com reflector.
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D.4	H.26L Development

The goals of this group are:

Refinement of the draft Test Model Long Term (TML-2)

Coordinate/merge proposals of interest to H.26L.

Enhance the “Common Conditions” for H.26L Testing

Improvement of the description of a Delay Evaluation Model (R. Fryer).

Refinement of an H.26L Requirements Document

Primary group communication will be conducted via itu-adv-video@standard.pictel.com reflector.
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