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1  Introduction

This contribution presents three simple mechanisms to improve error resilience in H.263++. The mechanisms are based on informative signaling carried in the Supplemental Enhancement Information. We show that the mechanisms provide a considerable improvement in certain cases. Moreover, the necessary modifications to the H.263++ draft are small, and therefore we feel that it is justified to include the mechanisms into H.263++ .

Chapters 2, 3, and 4 give an overview of the mechanisms and show examples of their benefits. After that, there is an edited version of Draft Annex W (the Geneva output version). Finally, we propose how to add support for the mechanisms into H.245.

2  Error Concealment Type

2.1  Problem

Many video communications systems inherit corruption of video bit-stream in the transmission channel. For example, video applications typically use the unreliable UDP transport protocol in IP networks, which means that parts of the video bit-stream may get lost in the transmission network. There are numerous ways to prepare the receiver against corruption happening in the transmission path. One of the most common ways is to conceal transmission errors in reconstructed video bit-stream. Concealment algorithms for INTRA pictures typically interpolate pixel values from correctly decoded neighboring pixel values. This kind of interpolation typically results into somewhat blurry images. Concealment algorithms for INTER pictures can produce better results because they utilize the temporally preceding picture.

If an INTRA picture is not used to code a scene change (but rather a random access point, for example) and if the picture is corrupted, the decoder could reach a better concealment result if it used a concealment algorithm for INTER pictures rather than an INTRA-picture algorithm. However, the decoder cannot know, which INTRA pictures are used to code a scene change and which ones are inserted for other reasons. 

If there was a lot of motion between two coded video pictures or other changes that require a relatively large number of bits for prediction error coding, it might be better not to utilize temporal error concealment. Again, the decoder has no means to detect when it should use INTRA concealment instead of INTER concealment. Furthermore, if the same INTER picture contains both rapid changes and static background areas, the same error concealment strategy may not be optimal for the entire picture.

2.2  Solution

Q15-I-{17, 18, 19, 20, and 21} proposed a number of normative error concealment algorithms signaled within the Supplemental Enhancement Information. In Q15-I-55, we listed arguments against normative error concealment, and Q15 experts decided not to include normative error concealment to H.263 version 3.

We feel that it is not necessary to specify error concealment algorithms in detail within H.263, but rather give decoders informative recommendations which type of a concealment algorithm should be used. Concealment algorithms can be categorized into INTRA and INTER concealment algorithms. Since the choice of the concealment algorithm category is not evident, it is essential to explicitly signal which concealment category should be used. Therefore, we propose a new message for the Supplemental Enhancement Information to tell which is the preferred way for error concealment. In other words, this message tells decoders whether they should use temporal prediction in concealment or not. It is up to encoders to decide which algorithms they utilize while deciding the optimal error concealment type. A simple solution would be to associate the concelment type to a correlation measure between two pictures (generated by a scene cut detector). However, more complex algorithms are also possible, and in order to allow encoders signal different error concealment types for different parts of the image each message is associated with a specified rectangular area within the image. 

In conclusion, the main differences between Q15-I-{17, 18, 19, 20, and 21} and our proposal are:

· Q15-I-{17, 18, 19, 20, and 21} required normative error concealment whereas our proposal consists of informative signaling only.

· Q15-I-{17, 18, 19, 20, and 21} listed a set of concealment algorithms whereas our proposal categorizes the algorithms to two classes. This leaves room for customized error concealment algorithms.

· Our proposal enables setting of concealment type per sub-picture. Q15-I-{17, 18, 19, 20, and 21} allowed only one algorithm per picture.

2.3  Examples

In order to give readers a feeling how much our solution improves video quality in error-prone systems, we did three experiments. First, we illustrate what may happen if INTRA pictures are not associated with scene cuts. The sequence (Foreman) was coded at 10 frames per second with constant quantization parameter (equal to 10). INTRA pictures were regularly inserted every two seconds. One of the INTRA pictures was corrupted so that the GOB in the middle was deleted. The sequence was decoded with two possible error concealment strategies, either spatial interpolation or copy the missing/corrupted macroblocks from the corresponding location in the previous picture. Figure 1 shows the result (only the luminance component). You can clearly see that macroblock copying from the previous picture gives a more acceptable concealment result. However, a straightforward implementation of a decoder would have used INTRA concealment. Therefore, it is essential to have explicit signaling telling which type of error concealment operates best.

Figure 1. Error Concealment of Periodic INTRA Pictures.
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Then, we illustrate a situation where spatial error concealment operates better than temporal concealment even though frames are coded as INTER. In general, this may happen when there is a lot of motion in the picture. For example, we used Foreman and selected the GOB to discard from a frame which was undergoing a fast camera motion. Again, the sequence was decoded with two possible error concealment strategies, either spatial interpolation or copy the missing/corrupted macroblocks from the corresponding location in the previous picture. Figure 2 shows that the spatially concealed picture is more acceptable than the temporally concealed picture. Again, a straightforward decoder implementation would have chosen the concealment type giving subjectively worse result.

Figure 2. Error Concealment of an INTER Picture Undergoing Fast Motion.
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Finally, we show an example how an optimal error concealment result can be reached when applying different error concealment types for specified areas. In the example, Foreman's head turned quite a lot, and the middle GOB was discarded. From the right hand image in Figure 3, you can see that macroblock copy from the previous image is perfect for the background but mixes the images annoyingly in the head area. On the other hand, INTRA concealment produces clearly observable artefacts onto the background (and a blurred head). The best result can be achieved when applying INTER concealment for the background and INTRA concealment for the head area.

Figure 3.  Combination of INTRA and INTER error concealment.
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Combined INTRA and INTER concealment

3  Reference Picture Number

3.1  Problem

By default (if Annex N or Annex U is not in use), H.263 uses the temporally previous anchor (I, EI, P, or EP) picture as a reference for motion compensation. This piece of information is inherently transmitted, i.e., the bit-stream does not contain a temporal reference of the reference picture. Consequently, decoders have no means to detect if a reference picture is lost. Many transport coders packetize video data such a way that they associate a sequence number with the packets. However, these kinds of sequence numbers are not related to video bit-stream. For example, a section of video bit-stream may contain P-picture P1, B-picture B2, P-picture P3, and P-picture P4 captured and displayed in this order. In other words, this section would be compressed, transmitted, and decoded in the following order: P1, P3, B2, P4. Let us assume that there is one packet per one picture and each packet contains a sequence number. Let us further assume that the packet carrying B2 is lost. The receiver can detect this loss from the packet sequence numbers. However, the receiver has no means to detect if it has lost a motion compensation reference picture for P4 or if it has lost a B-picture, in which case it could continue decoding normally.

3.2  Solution

The above mentioned problem could be solved if all pictures tell explicitly the temporal reference of their motion compensation reference picture as is done when Annex N or Annex U is in use. However, these annexes require a considerable amount of processor power, data memory, and implementation effort. Therefore, we propose adding necessary ordering data in the Supplemental Enhancement Information. In practice, we suggest that each reference picture (I, P, PB, Improved PB, EI, and EP) would be associated with a sequence number. The number would be incremented by one from the previous reference picture in the same enhancement layer. The advantages of this so-called reference picture number are:

· It enables decoders to detect lost pictures even if Annex N or U is not in use.

· It allows loss detection even if transport coding does not support sequence numbering.

· It allows picture loss detection even if a transmitter uses a varying encapsulation strategy. For example, if the transmitter encapsulates a varying number of GOBs in one packet, receivers cannot reliably know how many GOBs or entire pictures were lost even if they could detect packet losses from packet sequence numbers.

· It enables decoders to differentiate B picture losses from reference picture losses. Consequently, decoders can go on decoding after a B picture loss instead of waiting for the next INTRA picture.

· It enables decoders to go on decoding lower enhancement layers if a reference picture from a higher enhancement layer is lost.

4  Spare Reference Pictures

4.1  Problem

When a picture is lost or it is so corrupted that the concealment result is not acceptable, the receiver typically pauses video playback and waits for the next INTRA picture to restart decoding and playback. If possible, the receiver also requests the far-end transmitter for an INTRA picture update. In some applications, e.g., in multicast video streaming, the transmitter cannot react to INTRA update requests, but rather the transmitter codes an INTRA picture relatively frequently, such as every ten seconds, to enable new clients to join the multicast session and to enable recovery from transmission errors. Consequently, receivers may have to pause video playback for a relatively long time after a lost picture, and users typically find this behavior annoying.

4.2  Solution

There are numerous ways, e.g., so-called Video Redundancy Coding, to decrease the probability of such transmission errors that would force the decoder to pause the playback. We propose yet another solution that is complementary to all prior-art methods. The solution is based on the fact that sometimes another picture resembles the actual motion compensation reference picture so well that it could be used as a reference instead of the actual one. In other words, the quality degradation caused by the alternative reference picture is such low that the quality is still considered acceptable. We propose listing these so-called spare reference pictures in the Supplemental Enhancement Information. If the actual reference picture is lost or seriously damaged, decoders may use a spare reference picture instead.

We use Reference Picture Numbers to identify spare reference pictures. We could have used Temporal References (TRs), but we felt that Reference Picture Numbers are more error-robust due to the following reason: Assume that a picture header is lost in the transmission, and it has been recovered using GFID. The GFID of the corrupted picture is the same as the one in the previous picture, and therefore the picture header is essentially the same as in the previous picture, and the decoder can reconstruct the corrupted frame using the picture header of the previous picture. However, the decoder cannot reconstruct a correct TR reliably, and therefore pictures whose corrupted picture header was recovered could not have been used as spare reference pictures. The decoder can, however, reconstruct a Reference Picture Number reliably, if the temporally neighboring Reference Picture Numbers are received correctly. Consequently, our solution enables that the decoder can use pictures whose corrupted picture header was recovered as spare reference pictures.

The solution requires usage of a multi-frame buffering scheme. For simplicity, we did not specify such a scheme within Draft Annex W. Instead, we suggest that this feature should be used in combination with Annex N or Annex U that define such a buffering scheme. From decoder point of view, these annexes bring just a few compulsory features in addition to the buffering scheme.

4.3  Example

Spare reference pictures are useful if there is little motion between the actual reference picture and the spare reference picture. For example, we coded Akiyo at 15 pictures per second with constant quantization parameter of 10. Figure 4 illustrates the beginning of the coded example sequence. Figure 6 shows the second P frame (P4) of the sequence, and the image on the left is error-free. Then, we deleted the first P frame of the sequence (P2) and decoded the sequence. In other words, the image on the right was decoded using the frame preceding the deleted frame as a reference as illustrated in Figure 5. Practically, you cannot see the difference, and therefore the encoder could have signaled that I0 can be used as a spare reference picture for P4.

Figure 4. Example sequence.
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Figure 5. Usage of a spare referece picture.
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Figure 6. Example of Spare Reference Pictures.
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Annex W
Additional Supplemental Enhancement Information Specification

(This annex forms an integral part of this Recommendation.)

Notice: The beginning of the annex is unchanged and the text is not shown.

W.6
Picture Message

The picture message function indicates the presence of one or more octets representing message data.  The first octet of the message data is a message header with the following structure.

FIGURE W.1/H.263

Structure of first message octet

CONT
EBIT
MTYPE

DSIZE shall be equal to the number of octets in the message data corresponding to a picture message function, including the first octet shown in Figure W.1.

Decoders shall parse picture message data as required by basic PSUPP syntax, but decoder response to picture messages is otherwise undefined.

W.6.1
Continuation (CONT) (1 bit)

If equal to 1, indicates that the message data associated with this picture message function is part of the same logical message as the message data associated with the next picture message function.  If equal to 0, indicates that the message data associated with this picture message function terminates the current logical message.  CONT may be used, for example, to represent logical messages that span more than 14 octets.

W.6.2
End Bit Position (EBIT) (3 bits)

Specifies the number of least significant bits that shall be ignored in the last message octet.  If CONT is 1, or if there is only one message octet (i.e. the octet in Figure W.1), EBIT shall equal 0.  The number of valid message bits for a picture message function excluding the CONT/EBIT/MTYPE bits is equal to (DSIZE-1)*8 – EBITS.  The number of valid message bits for a logical message may be greater due to continuation.

W.6.3
Message Type (MTYPE) (4 bits)

MTYPE indicates the type of message.  The defined types are shown in Table W.2.

TABLE W.2/H.263

MTYPE Message Type Values

0
Arbitrary Text

1
Arbitrary Binary

2
Copyright Text

3
Caption Text

4
Current Picture Header Repetition

5
Previous Picture Header Repetition

6
URI

7
Top Interlaced Field Indication

8
Bottom Interlaced Field Indication

9
Error Concealment Type

10
Reference Picture Number

11
Spare Reference Pictures

12..15
Reserved

W.6.3.1
Arbitrary Text

Arbitrary text is used to convey a generic ISO/IEC 10646-1 UTF-8 coded text message.  More specific text messages such as copyright information should be represented with other message types (e.g. copyright text) as appropriate.  EBIT for arbitrary text shall be zero.

W.6.3.2
Arbitrary Binary

Arbitrary binary is used to convey any non - ISO/IEC 10646-1 UTF-8 coded binary message.

W.6.3.3
Copyright Text

Copyright text shall be used only to convey intellectual property information of the source or the encoded representation in the bitstream.  The copyright message shall be coded according to ISO/IEC 10646-1 UTF-8.  EBIT for copyright text shall be zero.

W.6.3.4
Caption Text

Caption text shall be used only to convey caption information associated with the current and subsequent pictures of the bitstream.  The caption message shall be coded according to ISO/IEC 10646-1 UTF-8.  EBIT for caption text shall be zero.

W.6.3.5
Current Picture Header Repetition

The picture header from the current picture is repeated in this message.  The repeated bits exclude any supplemental enhancement information (PEI/PSUPP).  All other bits up to the GOB or Slice layer should be included, subject to the limitations of W.4.

W.6.3.6
Previous Picture Header Repetition

The picture header from the previously transmitted picture is repeated in this message.  The repeated bits exclude the first two bytes of picture start code (PSC) and any supplemental enhancement information (PEI/PSUPP).  All other bits up to the GOB or Slice layer should be included, subject to the limitations of W.4.

W.6.3.7
URI

The message consists of a URI, as defined in IETF RFC 2396.

W.6.3.8
Interlaced Field Indications

In the case of interlaced field indications, the message consists of an indication of interlaced field coding.  This indication does not affect the decoding process.  However, it indicates that the current picture was not actually scanned as a progressive-scan picture.  In other words, it indicates that the current coded picture contains only half of the lines of the full resolution source picture.  DSIZE shall be 1, CONT shall be 0, and EBIT shall be 0 for interlaced field indications.  In the case of interlaced field coding, each increment of the temporal reference denotes the time between the sampling of alternate half-picture fields of a picture, rather than the time between two complete pictures.  In the case of a top interlaced field indication, the current picture contains the first (i.e., top), third, fifth, etc. lines of the complete picture.  In the case of a bottom interlaced field indication, the current picture contains the second, fourth, sixth, etc. lines of the complete picture.  When sending interlaced field indications, an encoder shall conform to the following conventions:

1. The encoder shall use a picture clock frequency (custom picture clock frequency, if necessary) such that each new field of the original source video corresponds to an increment of 1 in the temporal reference. 

2. The encoder shall use a picture size (custom picture size, if necessary) such that the picture dimensions correspond to those of a single field.

3. The encoder shall use a pixel aspect ratio (custom pixel aspect ratio, if necessary) such that the full-height picture aspect ratio corresponds to the picture aspect ratio derived from the pixel aspect ratio of a single field.

Interlaced field scanning was introduced in the first half of the previous century as an analog video compression technique.  Although progressive picture scanning is superior for digital compression and display, the use of interlaced field scanning has persisted in many camera and display designs.  Interlaced field coding (which can be implemented with lower delay than either interlaced full-picture coding or progressive-scan picture coding at half the interlaced field rate) is therefore supported by the indications herein.

An encoder shall not send interlaced field indications unless the capability of the decoder to receive and properly process such field-based pictures has been established by external means (for example, Recommendation H.245).  Failure to establish such a decoder capability is likely to produce a visually annoying vertical shaking behavior in the decoded picture received by a decoder.

For example, an encoder may use interlaced field coding with application of the Reference Picture Selection mode (specified in Annex N) or the Enhanced Reference Picture Selection mode (specified in Annex U) to allow the addressing of more than one prior field.  For “525/60” interlaced field coding for a 4:3 picture aspect ratio with 704 coded luminance samples per line and 240 coded luminance lines per field, the encoder shall use a custom picture size having a picture width of 704 and a picture height of 240, a custom pixel aspect ratio of 5:11, and a custom picture clock frequency specified with a clock conversion code ‘1’ and a clock divisor of 30.  For “625/50” interlaced field coding for a 4:3 picture aspect ratio with 704 coded luminance samples per line and 288 coded luminance lines per field, the encoder shall use a custom picture size having a picture width of 704 and a picture height of 288, a custom pixel aspect ratio of 6:11, and a custom picture clock frequency specified with a clock conversion code ‘0’ and a clock divisor of 36.

The vertical sampling positions of the chrominance samples in interlaced field coding of a top field picture are specified as shifted up by 1/4 luminance sample height relative to the field sampling grid in order for these samples to align vertically to the usual position relative to the full-picture sampling grid.  The vertical sampling positions of the chrominance samples in interlaced field coding of a bottom field picture are specified as shifted down by 1/4 luminance sample height relative to the field sampling grid in order for these samples to align vertically to the usual position relative to the full-picture sampling grid.  The horizontal sampling positions of the chrominance samples are specified as unaffected by the application of interlaced field coding.  The vertical sampling positions are shown with their corresponding temporal sampling positions in Figure W.1/H.263.
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FIGURE W.1/H.263

Vertical and Temporal Alignment of Chrominance Samples
for Interlaced Field Coding

W.6.3.9
Error Concealment Type
This message indicates the type of error concealment that should be used for a specified rectangular area of the current picture if at least part the area is not correctly received.  There may be multiple error concealment type messages for one picture each specifying the concealment type for a non-overlapping rectangular area.  If the messages do not cover some areas of the picture, these areas should be concealed corresponding to the current picture type, i.e., for I and EI pictures, decoders should conceal transmission errors using spatial concealment algorithms, and otherwise, decoders should utilize temporal prediction in error concealment.  For each error concealment type message, DSIZE shall be 6, CONT shall be 0, and EBIT shall be 0.  If the first data byte is equal to one (0000 0001), decoders should conceal transmission errors using spatial concealment algorithms only.  If the first data byte is equal to two (0000 0010), decoders should utilize temporal prediction in error concealment.  The following four PSUPP octets contain the horizontal and vertical location of the upper left corner of the specified rectangle, and the width and height of the rectangle, respectively, using eight bits each and expressed in units of 16 pixels (of luminance picture).  For example, an entire QCIF picture is specified by the four parameters (0, 0, 11, 9).  For picture formats having a width and height that is not divisible by 16, the specified area is allowed to extend to the next larger size that would be divisible by 16.  For example, an entire image having size of 160 x 120 pixels is specified by the four parameters (0, 0, 10, 8).  Otherwise, the specified area shall not cross picture boundaries.  Moreover, the specified area shall not overlap with other specified error concealment areas of the same picture.
W.6.3.10. Reference Picture Number
The message contains one data byte, i.e., DSIZE shall be 2, CONT shall be 0, and EBIT shall be 0.  Encoders should not insert reference picture numbers in B-pictures, and decoders shall ignore any reference picture numbers appearing within B-pictures.  The reference picture number is relative to the enhancement layer number (ELNUM) of the current picture.  The pictures within the same enhancement layer have a certain coding and transmission order.  The reference picture number shall be incremented by one from the corresponding number of the previous coded picture in the same enhancement layer.  The arithmetic is performed with only the eight LSBs, and the result is placed in the data byte associated with this message.  However, if adjacent pictures in the same enhancement layer have the same temporal reference, and if Annex N or Annex U is in use, the decoder shall regard this occurrence as an indication that redundant copies have been sent of approximately the same pictured scene content, and all of these pictures shall share the same reference picture number.
W.6.3.11. Spare Reference Pictures
Encoders can use this message to instruct decoders which pictures resemble the current motion compensation reference picture so well that one of them can be used as a spare reference picture if the actual reference picture is lost during transmission.  It is up to encoders to choose the spare reference pictures if any.  No specific multi-picture buffering scheme is associated with this message, but rather it should be negotiated by external means.  Alternatively, there is an implicit buffering scheme if Annex N or Annex U is in use.  The message data bytes contain the reference picture numbers of the spare reference pictures in preference order (the most preferred appearing first).  This message can be used for P, PB, Improved PB, and EP pictures.  However, if Annex N or Annex U is in use and if the picture is associated with multiple reference pictures, this message shall not be used.  For PB and Improved PB pictures, the message concerns only the P-part.  For EP pictures, the message shall be used only for forward prediction, whereas upward prediction is always done from the temporally corresponding reference layer picture.  This message shall not be used if the picture is an I, EI, or B picture.
H.245 Changes for the New Error Resilience Features

This section proposes inclusion of the new error resilience features into H.245 version 7. When a terminal knows that the far-end decoder supports a specific feature, it knows that the near-end encoder does not waste computational power and network bandwidth. Therefore, we feel that H.245 support for the new features makes sense.

Remarks:

· We included the new features only into H263Options. We did not include them into ModeComboFlags, because we felt that they are independent from any mode combinations.

· The new features are related to decoders only. We felt that there is no reason why the signalling would be used for encoders.

The following pages contain an edited version of the latest draft of H.245 for H.263 (TD-49 of the Plenary in Geneva last February). Changes are highlighted and unchanged text is not shown.

H263Options
::= SEQUENCE

{


advancedIntraCodingMode
BOOLEAN,


deblockingFilterMode
BOOLEAN,


improvedPBFramesMode
BOOLEAN,


unlimitedMotionVectors
BOOLEAN,


fullPictureFreeze
BOOLEAN,


partialPictureFreezeAndRelease
BOOLEAN,


resizingPartPicFreezeAndRelease
BOOLEAN,


fullPictureSnapshot
BOOLEAN,


partialPictureSnapshot
BOOLEAN,


videoSegmentTagging
BOOLEAN,


progressiveRefinement
BOOLEAN,


dynamicPictureResizingByFour
BOOLEAN,


dynamicPictureResizingSixteenthPel
BOOLEAN,


dynamicWarpingHalfPel
BOOLEAN,


dynamicWarpingSixteenthPel
BOOLEAN,


independentSegmentDecoding
BOOLEAN,


slicesInOrder-NonRect
BOOLEAN,


slicesInOrder-Rect
BOOLEAN,


slicesNoOrder-NonRect
BOOLEAN,


slicesNoOrder-Rect
BOOLEAN,


alternateInterVLCMode
BOOLEAN,


modifiedQuantizationMode
BOOLEAN,


reducedResolutionUpdate
BOOLEAN,


transparencyParameters
TransparencyParameters OPTIONAL,


separateVideoBackChannel
BOOLEAN,


refPictureSelection
RefPictureSelection OPTIONAL,


customPictureClockFrequency
SET SIZE (1..16) OF CustomPictureClockFrequency
 OPTIONAL,


customPictureFormat
SET SIZE (1..16) OF CustomPictureFormat OPTIONAL,


modeCombos
SET SIZE (1..16) OF H263VideoModeCombos OPTIONAL,


...,


dataPartitionedSlices
BOOLEAN,


fixedPointIDCT0
BOOLEAN,


interlacedFields
BOOLEAN,


errorConcealmentType
BOOLEAN,


referencePictureNumber
BOOLEAN,


spareReferencePictures
BOOLEAN,


videoBadMBsCap
BOOLEAN

}

…

H263VideoCapability: indicates H.263 [20] capabilities.

…

interlacedFields, when true, indicates the capability of an encoder or decoder to support interlaced field coding as defined in Annex W of Recommendation H.263.

errorConcealmentType, when true, indicates the capability of a decoder to support the Error Concealment Type message as defined in Annex W of Recommendation H.263.  errorConcealmentType is a receiver capability and has no meaning in transmission capability sets.

referencePictureNumber, when true, indicates the capability of a decoder to support reference picture numbering as defined in Annex W of Recommendation H.263.  referencePictureNumber is a receiver capability and has no meaning in transmission capability sets.
spareReferencePictures, when true, indicates the capability of a decoder to support spare reference pictures as defined in Annex W of Recommendation H.263.  spareReferencePictures is a receiver capability and has no meaning in transmission capability sets.  The presence of the extra amount of memory for spare reference pictures can be signaled using the refPictureSelection capability.
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