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1 Introduction

Annex U (Long Term Memory Prediction or Enhanced Reference Picture Selection) provides many of the benefits of B-frames, but is still missing some desirable properties.  It is useful to break down these properties in order to examine the differences and similarities of both toolsets: 

1. Interpolated temporal prediction (B-frame only)

2. More than one selectable reference frame

3. Independently coded frame sets. 

The combination of #1 and #2 usually results in a 1 dB gain over P-frame coding, which has neither aspect.  In terms of coding gains, Annex U is clearly superior at #2, which often makes up for the lack of #1. Annex U is also more flexible at #3. However, B-frames still have unique aspects, which motivates us to propose that Annex U be modified to become more generic and work within B-frames.

2 Background

Interpolated prediction: usually realized as the average of samples from two different frames. It is good for creating a third choice in between two similar, but temporally displaced references. MPEG-2 core experiments demonstrated that forward-only temporal interpolation (Dual Prime) offered approximately 0.5 dB gain over P-frame coding. 

Multiple references: B-frames are limited by semantics, and a lack of picture reference syntax element, to two references: one temporally previous in time (forward reference), and one later in time (backward reference). Hence interpolated temporal prediction it is often synonymous with "bi-directional" prediction, though MPEG-2's Dual Prime serves as counter-examples.  The selection of the two references are "hardwired" (by a semantic restriction) to be the most temporally adjacent P or I frames -- known as anchor frames. The "current" B frame forces a temporal gap between the two anchor frames. This gap creates opportunities to bypass occlusions that may otherwise exist between temporally adjacent frames (in this case the current frame and one of the adjacent anchor frames). 

Annex U has superior occlusion-resolving capabilities thanks to virtually unlimited number of reference frames. Unlike B-frames however, Annex U to date can only refer to temporally previous frames (forward-only predictions).

Independent sets: An artificial semantic restriction included within the traditional B-frame tool set prevents B-frame reconstructions from being referenced by all subsequent coded frames, including other B-frames. The side effect of this simple rule is often more valued than the actual coding gain.  The benefits are realized in high-delay features such as trick modes, complexity scalability, and reduction of IDCT mismatch accumulation. 

As a result of this rule, P frames are essentially the independent subset of the bitstream, and the B frames are the dependent set. This dichotomy makes it possible for the two sets to be multiplexed as separate temporal scalable layers. Annex U is more flexible and can mimic this rule as a convention: for example, the encoder can periodically ignore whole reference frames kept in the long term memory buffer.  Such a convention has been applied in exchange of interlaced video between high-end teleconferencing terminals ; in MPEG vernacular, at least one set of odd or even fields are coded independently of the opposite parity fields. 

3 Why B frames are needed in the Annex U context

Despite Annex U's flexibility, B-frames can still enable unique features...

Complexity scaling: the decoder knows with certainty that a B-frame can be dropped without consequence to the reconstruction of subsequent frames.  A P-frame with EPRS enabled can be safely dropped only if the ERPS header indicates that the current frame is not kept. 

Interlace coding: in scenes with moderate motion, predictions are usually referenced from pictures encapsulating a field with the same parity (odd or even) as the current picture. Although B frames can be mixed within a set of P-frames with ERPS enabled, the backward reference frame is forced to be the subsequent P frame, which may unfortunately have opposite parity of the B frame.  Note: MPEG-2 has had a crude form of ERPS all along: motion_vertical_field_select selects between one of two pictures ; a B-picture macroblock has the choice of selecting 1, 2 or  4 reference (field) pictures.

Trick modes: in bitstreams with frequent refresh, decoders can build up rapidly to target display frame within a chain of dependently-coded frames.  Many DVD players today, even with fixed-schedule hardwired decoder chips, have rapid-response frame back-step ability.  By re-interpret ting a 10Hz P frame bitstream (interleaved with 20 Hz B-frames) as a 30 Hz P-frame rate, players create smooth ~3x fast forward.  This is a common technique on today's DVD players and PVRs (Personal Video Recoders).

Intra-beat: averaging two reconstructed frames from adjacent dependent-coding chains (e.g. Group of Pictures, in MPEG vernacular). In scenes with moderate motion, the registration of objects along a sample grid gradually moves.  However, this movement is often too subtle to meet the cost threshold set by low-bitrate coding to correct with small spurious motion vectors and bits of prediction error. Suddenly an intra-refresh frames comes along and resets the registration to more closely match the current original frame.  This creates a very perceivable shift between the previous GOP and the new GOP.  Bi-directional average helps to "ramp" between the two registrations.

Coding gain: we believe that a 0.5 dB coding gain from bi-directional averaging is worthwhile in entertainment applications delivered over narrow pipes such as 1.5 mbps DSL or 1.5 mbps CD-video.

4 Solution

Although we do not bring experimental data along with the proposed solution, we believe only a few options exist that would cleanly enable the existing Annex U specification and B-frames to work together:

proposal 1:  ERPS is enabled in B-frame headers. PR (picture reference index) shall precede all MVD, including backward reference vectors. Optionally, a second set of picture selection commands in the ERPS header indicates the rank of the backward reference PR indices at the prediction block layer. This accounts for the differing frame selection (PR) probabilities between backward and forward motion vector reference frame selections.

proposal 2:  no changes to syntax, but (ugly) change to semantics -- in interlace mode (indicated by flags specified in Annex W), backward reference frame will always be the immediate temporally following P frame with the same parity as the current frame. Thus the decoder may have to reconstruct two future subsequent P frames in order to reconstruct any temporally preceding B frames.

5 Conclusion

Annex U and bi-directional prediction (in the form of B-frames) are not always mutually exclusive. C-Cube asks that Q.15 take a cleaner, more generic approach to Annex U syntax: do not unnecessarily eliminate features that have no impact on decoder complexity, or pose no threat to interoperability in the future. Unexpected applications of a more generic Annex U, like the use for interlaced low-delay coding unveiled at the Feb'00 Geneva meeting, may be discovered in the future.

-- END --
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