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1. Introduction

The current H.26L test model does not address network awareness. This was already established during the Redbank meeting and in document Q15-I-66. Only coding efficiency has been addressed up to now. This proposal provides a framework to incorporate network awareness in H.26L by using the concept of data partitioning. The proposed concept separates the coding efficiency efforts from the network adaptation efforts as good as possible by introducing a video coding layer and a network adaptation layer. A unique interface will be defined.

We will evaluate the concept for the current test model at the test conditions for mobile packetized networks(Q15-I-53). Extensive experimental results and additional conceptual ideas will be presented to verify the benefits of the proposed concept. Several propositions will conclude this proposal.

2. General Structure

We propose dividing the standardization efforts in a Video Coding Layer (VCL) and Network Adaptation Layer (NAL) with network awareness. We will present the task of the VCL and the NAL. Additionally, we will define the VCL for the current test model. Finally, we will discuss some potentials to improve the concept.

2.1 Video Coding Layer

The main task of the VCL is coding efficiency. However, some awareness of possible errors is necessary. Therefore, this layer should provide possibilities to interrupt the predictive coding chain by several means like

 - the possibility to interrupt the temporal prediction by introducing intra-frames and intra-MB's,

 - the possibility to interrupt error propagation by introducing a slice concept, i.e. restrict motion vector prediction to slice bounds

 - by introducing a variable length code which can be decoded independently, e.g. no adaptive arithmetic coding over frames.

 - fast rate allocation to adapt to varying bit rate channels.

 - etc.

Additionally, the VCL should identify priority classes to support QoS mechanisms in networks. We propose to define each syntax element as a class. For setting up a unique but simple framework we assume that certain classes are either lost or correctly received, bit errors are not considered at the VCL due to the virtually non-predictable consequences. 

We propose that the priority of a class is defined by the coding and decoding dependencies relative to other classes. Decoding dependencies result from the temporal prediction, spatial prediction and the variable length code.

The general rules are:

1.) If a syntax element A can be decoded correctly without knowing syntax element B and syntax element B can not be decoded correctly without knowing syntax element  A, then class A has higher priority than class B.

2.) If they can be decoded independently, the degree of influence on image quality determines the priority class.

2.2 Definition of Priority Classes

[image: image1.png][ H.26L Syntaxelements
| Priority classes
~« Dependency





Figure 2.1, Dependencies of the different elements in current H.26L test model

The dependencies between the syntax elements show, that erroneous or missing syntax elements only effect decoding of syntax elements which are in the current branch away from the root of the dependency tree. Therefore, the impact on the decoded image quality of syntax elements closer to the root of the graph have higher importance for picture reconstruction and should therefore be assigned to higher priority classes.

We define priority classes frame-wise. In case of introduction of slices some adjustment has to be done. 

We propose the following 10 priority classes:

Class 1:  
PSYNC, PTYPE: Contains the PSYNC, PTYPE element

Class 2:  
MB_TYPE, REF_FRAME: Contains all MB types and reference Frame elements in a frame. For Intra-images, the class contains no elements.

Class 3:  
IPM: Contains Intra-prediction-Mode;

Class 4:  
MVD, MACC: Contains Motion Vectors and Motion accuracy elements (TML-2). For Intra-images, the class contains no elements.

Class 5:  
CBP-Intra: Contains all CBP elements assigned to Intra-MB's in one frame.

Class 6: 
LUM_DC-Intra, CHR_DC-Intra: Contains all DC luminance coefficients and all DC chrominance coefficients for all blocks in intra MB's.

Class 7:  
LUM_AC-Intra, CHR_AC-Intra: Contains all AC luminance coefficients and all AC chrominance coefficients for all blocks in intra MB's. 

Class 8:  
CBP-Inter; Contains all CBP elements assigned to Inter-MB's in one frame.

Class 9:  
LUM_DC-Inter, CHR_DC-Inter: Contains the first luminance coefficient of each block and the DC chrominance coefficients of all blocks in inter MB's.

Class 10: LUM_AC-Inter, CHR_AC-Inter: Contains the remaining luminance coefficients and chrominance coefficients of all blocks in inter MB's.

2.3 Network Adaptation Layer

The main task of the NAL is to transmit the identified classes in an optimal way adapted to the underlying network. Therefore, a unique syntax has to be defined for each underlying network or type of network. The NAL has to

 - map the identified classes of the VCL into video packets,

 - transfer the resulting packet sizes adapted to the underlying network,

 - could provide error protection mechanisms

As we have identified priorities the adaptation to the underlying network is much easier. Especially networks supporting priority mechanisms will get profit out of  this concept. Some examples are 

 - use of priority methods in IP (RVSP, etc.),

 - use of QoS mechanisms in UMTS,

 - use of H.223 Annex C or D,

 - use of unequal error protection provided by underlying networks.

Networks usually have completely different characteristics in terms of minimum and maximum packet length, correct order delivery, etc. Therefore, merging of several classes into one video packet or splitting of one class into several video packets might be necessary. 

We will define the services that the NAL and the network have to provide for the VCL to work appropriately. If the network can not provide the requested service the network adaptation layer has to fulfill this task.

In general, the VCL requests from the network that "a certain class and all classes with higher priority inside this frame have to be identified and correctly received (no bit errors, correct length)". 

An efficient integration of this tasks in terms of coding efficiency, complexity and re-use of existing network solutions is preferred. Additionally, the usage of network internal priority mechanisms is supported. 

Many solutions to fulfill this task are possible, especially taking into account different transport protocols and underlying networks. The class definition in 2.1 for the current test model has additionally some properties which support identifying different classes without adding an identifier for each class. For instance, if we append class 2 after class 1 and class 3 after class 2 and so on and write the resulting group of classes into one video packet we are able to identify each class at the receiver as long as this video packet is received correctly. This is due to the nature of the variable length codes and the coding structure.

We will show a unique syntax for an NAL adapted to the current test model in chapter 3. We will use the nature of the current variable length codes to obtain an efficient integration. Significant improvement can be achieved if the video packets are treated with different network QoS.

2.4 Possible Improvements of this Interface

We think that this concept of the interface is intuitive and simple. Additionally, we see some further benefits in this structure which could not elaborated in detail in this proposal. We want to mention some of them very briefly:

 - The introduction of a slice concept in this framework seems to be straightforward and is necessary to deal with networks with limited packet size and low memory encoders and decoders.

 - Any other concept to split large video packets into smaller ones would be beneficial to this concept. An ordering of importance inside one class might be a solution such that each class can be subdivided at any bit into a high priority subclass and a low priority subclass. For example, all low frequency coefficients for all MB's might be coded first, followed by the high frequency coefficients. Basically speaking, make each partitions as progressive as possible.

 - We think that the partition concept might help improve coding efficiency by applying more sophisticated variable length coding.

 - Finally, we expect that the Multiple Description approach [4] can be fit into this framework.

3. Network Adaptation Layer

3.1 Syntax description

Now we will evaluate the proposed concept in more detail for the mobile mux simulation tools, defined in the test conditions [Q15-I-53]. We define video packets by merging several classes and we present the mapping of these packets to the mux-tool.

The mobile mux simulation tools based on H.223 provides the following:

 - transport of packets of any octet length smaller than 254 bytes,

 - in order delivery and identification of lost packet due to CRC checks and sequence numbering.

As the H.26L standard provides a variable length coding that allows to decode subsequent classes without adding any extra information we propose a simple syntax, that each class can entirely be transmitted within one video packet.

We only need to identify the video packet which includes the first class. This can be done quite easily as the first class starts with the unique PSYNC marker. No other identification is necessary as we can detect lost video packets. Therefore, we do not need any identification mechanism over the network.

For signaling the priority classes from the VCL to the NAL and vice versa a simple byte identifier in front of each priority class could be used, which is not intended to be transmitted over the underlying network. For that reason this has no effect on the bitrate.

To maximize the packet size to avoid signaling overhead inside the mux-tool, we merge several classes into one video packet, using the scheme described below. The allocation table might be transmitted by some external means (H.245) or it might be specified for each network.

The following abbreviations are used to describe the generation of video packets using the classes defined in 2.1: 

A-F
prioritized video packets, A is highest to F lowest

C1, C2
video packets have same priority or QoS, but are split in two parts

+
concatenation of priority classes in one video packet

LUM
luminance part of class

CHR
chrominance part of class

We obtain the following allocation table:

INTRA-images 
(Class 2, 4, 8, 9, 10 do not exist)

video packet
Class

A
1+3

C
5

D1
6LUM

D2
6CHR

E1
7LUM

E2
7CHR

INTER-images (Class 3, 5, 6, 7 do not exist)

video packet
Class

A
1+2

B
4

D
8

E1
9LUM

E2
9CHR

F1
10LUM

F2
10CHR

INTER-images with intra update

video packet
Class

A
1+2+3

B
4

C1
5+6LUM

D1
6CHR

E1
7LUM

E2
7CHR

C2
8

E1
9LUM

E2
9CHR

F1
10LUM

F2
10CHR

Finally, each partition is byte-aligned by appending as many '0' (0-7) as necessary.

3.2 Effects on Priority Class Losses

In order to justify the concept we present the effects if only a certain priority class is lost. Therefore, we evaluate statistically independent partition losses at 10-3, 10-2, 5·10-2, 10-1, 5·10-1 and 1. We assumed that only one specific priority class per frame can be lost. However, all other classes in the same branch of the dependency tree away from the root could not be decoded either. 

The recommended test sequences for H.26L as described in document Q15-I-62 have been used. For all simulations an intra-update of 2 seconds and the post-filter implementation was used.

The results are tabulated in Appendix I, Table 1.1.

In Figure 3.1 we present the Y-PSNR over the partition loss probability for test sequence  foreman to illustrate the effects of  priority class  losses.

First we can observe that the loss of different priority classes results in different quality. We also recognize that almost for all classes and all loss probabilities the resulting Y-PSNR corresponds to the priority assigned to it's dependencies, i.e. the loss of a class with higher priority results in lower Y-PSNR. We also observed that the visual quality corresponds to the measured results.
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Figure 3.1, Y-PSNR of different priority class losses 

3.3 Simulation Results based on Test Conditions

We present simulation results using the test conditions described in Q15-I-09 and Q15-I-60. We compare the packetization mode presented in 3.1 to the current test model. The packet lossy mode of the mux-tool was used. We used the non-transparent mode, i.e. erroneous video packets are signaled to be lost to the NAL. 

The priority classes are mapped on video packets as described in 3.1. No prioritization methods were applied. Hence, any video packet can be affected by a loss. As coder and decoder for the H.26L stream the TML-1 test model software from Telenor was used. No changes to the encoder or decoder were made. 

For the simulation of the current test model we assume that each video frame is one packet. Therefore, if there is only one error in a packet, the whole frame was declared lost.

The results are presented in Appendix II, Table 2.1. We observe that in all cases the packetization mode outperforms the current test model. 

Figure 3.2 presents the PSNR-loss in dB for the current test model and the applied packetization if we compare to the error-free case. We observe that the gain varies between 1 dB up to 15 dB in PSNR compared to the current test model. The average frame throughput can also be increased significantly using the packetization scheme.

3.4 Introduction of Simple Prioritization

Although we already have some gain without prioritization we will show that prioritization of certain video packets will increase the quality of the received video significantly even in an error-prone environment. As the current mux-tool does not include any means to prioritize certain packets we apply some simple forward error correction to show the benefits of the concept. The applied prioritization method is neither optimized nor is it a part of the proposal. The only purpose is to show that prioritization can improve the received quality significantly. Any other network specific priority mechanisms might provide similar or even better quality.

We apply simple forward error correction by using Reed-Solomon codes similar to the proposal in Q15-H-25. The different packets are protected in the following way:  

video packet (see 3.1) 
A
B
C
D
E
F

redundancy bytes
14
10
8
4
2
0

correctable bytes
7
5
4
2
1
0

Each protected packet was transmitted with the mux-tool using the transparent mode. The standard test conditions (see 3.2) where adopted in the simulations.

The number of non-detected errors is reduced to a minimum as the RS codes provides both, error correction and error-detection. Therefore, we virtually get no bit errors in the VCL.

Additionally, we'd like to mention that the included FEC has very high rate. The bit rate is increased at most by about 8%. However, to show the validity of this concept without increasing the bit rate we slightly increased the quantization parameter when using the RS codes. Simulations for both cases, equal quantization parameter and slightly increased bit rate and increased quantization parameter but bit rates below the non-protected mode were carried out.

The experimental results of this simulations are presented in Appendix II, Table 2.1

The abbreviations of the simulated modes are as follows:

ef:
error-free H.26L

hp:
conventional H.26L mode packed frame-wise

pm:
proposed packet mode

pmrs:
proposed packet mode with Reed-Solomon coding: same quantization parameter as hp 

pmrs2:
proposed packet mode with Reed-Solomon coding: increased quantization parameter
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Figure 3.2, Loss of PSNR compared to frame-wise packed error-free H.26L

In figure 3.2 the difference of each of the four erroneous modes (hp, pm, pmrs, pmrs2) to the error-free mode is presented. We can see that for all test conditions the protected mode is the best, followed by the packetization without protection and the conventional mode. For very bad channels the conventional mode is no more applicable. Extraordinary performance can also be noticed in the visual quality.

4. Conclusions

We have presented a unique framework to integrate data partitioning in video coding standardization. Therefore, we define two layer: 

- the video coding layer (VCL) responsible for coding efficiency

- the network adaptation layer (NAL) responsible for network adaptation.

We introduced the concept of priority classes based on the coding dependencies of different syntax elements. We evaluated this concept for the current test model. For the NAL we defined video packets which result from merging or splitting priority classes. We also presented a syntax to integrate the concept of prioritization in H.26L. The benefits of prioritization was shown by a simple example using RS codes. Extensive experimental results have been presented which verify the concept of packetization especially in combination with prioritization methods. 

Therefore, we propose for the standardization efforts of H.26L:

· adaptation of the concept to separate the standardization effort in two layers: video coding layer (VCL) and network adaptation layer (NAL),

· definition of priority classes according to the dependency graph,

· introduction of several means to break the predictive coding chain in the VCL,

· setting up an adhoc group to define a NAL 

This includes:

· definition of the standardization frame work of NAL (inside H.26L, or outside H.26L)

· identification of important networks,

· identification of transport and prioritization characteristics of each network,

· definition of common test conditions,

· etc.

We are aware that this concept needs further investigation. We have presented some ideas in section 2.4. However, we are confident that his framework will help to meet two important goals of the standardization effort of H.26L, coding efficiency and network friendliness.
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Appendix I

Class
Packet loss rate
Y-PSNRY-1
U-PSNR-1
V-PSNR-1
Y-PSNR-n
U-PSNR-n
V-PSNR-n
received 
Images

1+2
5,00E+02
34.403
39.114
40.662
18.311
33.881
33.449
48.50

1+2
1,00E+02
34.403
39.114
40.662
23.247
37.067
37.253
89.55

1+2
5,00E+01
34.403
39.114
40.662
25.506
37.381
37.724
94.60

1+2
1,00E+01
34.403
39.114
40.662
30.442
38.224
39.479
99.00

1+2
1,00E-04
34.403
39.114
40.662
33.201
38.403
39.784
100.00

3
1,00E+03
15.282
39.114
40.662
15.499
38.403
39.784
100.00

3
5,00E+02
30.579
39.114
40.662
23.349
38.403
39.784
100.00

3
1,00E+02
33.638
39.114
40.662
29.995
38.403
39.784
100.00

3
5,00E+01
32.491
39.114
40.662
30.565
38.403
39.784
100.00

3
1,00E+01
33.037
39.114
40.662
31.663
38.403
39.784
100.00

4
1,00E-04
34.403
39.114
40.662
33.201
38.403
39.784
100.00

4
1,00E+03
34.403
39.114
40.662
16.362
30.898
30.779
100.00

4
5,00E+02
34.403
39.114
40.662
18.342
34.766
34.453
100.00

4
1,00E+02
34.403
39.114
40.662
23.253
37.294
37.627
100.00

4
5,00E+01
34.403
39.114
40.662
25.524
37.625
38.251
100.00

4
1,00E+01
34.403
39.114
40.662
30.429
38.235
39.513
100.00

5
1,00E-04
34.403
39.114
40.662
33.201
38.403
39.784
100.00

5
1,00E+03
13.822
26.995
28.938
13.776
26.346
29.446
100.00

5
5,00E+02
25.583
33.920
35.637
20.225
32.149
33.809
100.00

5
1,00E+02
32.345
37.902
39.490
29.787
36.862
38.378
100.00

5
5,00E+01
33.374
38.508
40.076
31.375
37.606
39.043
100.00

5
1,00E+01
34.403
39.114
40.662
33.165
38.398
39.774
100.00

6LUM
1,00E+03
13.822
39.114
40.662
13.776
38.403
39.784
100.00

6LUM
5,00E+02
17.938
39.114
40.662
20.470
38.403
39.784
100.00

6LUM
1,00E+02
33.374
39.114
40.662
30.185
38.403
39.784
100.00

6LUM
5,00E+01
34.403
39.114
40.662
31.968
38.403
39.784
100.00

6LUM
1,00E+01
34.403
39.114
40.662
32.894
38.403
39.784
100.00

6LUM
1,00E-04
34.403
39.114
40.662
33.201
38.403
39.784
100.00

6CHR
1,00E+03
34.403
25.480
31.064
33.201
25.233
30.759
100.00

6CHR
5,00E+02
34.403
30.934
34.903
33.201
29.859
33.677
100.00

6CHR
1,00E+02
34.403
37.751
39.702
33.201
36.808
38.534
100.00

6CHR
5,00E+01
34.403
39.114
40.662
33.201
38.170
39.493
100.00

6CHR
1,00E+01
34.403
39.114
40.662
33.201
38.395
39.760
100.00

6CHR
1,00E-04
34.403
39.114
40.662
33.201
38.403
39.784
100.00

7LUM
1,00E+03
12.835
39.114
40.662
12.865
38.403
39.784
100.00

7LUM
5,00E+02
21.462
39.114
40.662
20.776
38.403
39.784
100.00

7LUM
1,00E+02
32.246
39.114
40.662
30.132
38.403
39.784
100.00

7LUM
5,00E+01
34.403
39.114
40.662
32.904
38.403
39.784
100.00

7LUM
1,00E+01
34.403
39.114
40.662
33.124
38.403
39.784
100.00

7LUM
1,00E-04
34.403
39.114
40.662
33.201
38.403
39.784
100.00

7CHR
1,00E+03
34.403
35.184
34.969
33.201
35.408
37.395
100.00

7CHR
5,00E+02
34.403
37.542
38.385
33.201
36.971
38.623
100.00

7CHR
1,00E+02
34.403
39.114
40.662
33.201
38.343
39.689
100.00

7CHR
5,00E+01
34.403
38.328
39.523
33.201
37.933
39.495
100.00

7CHR
1,00E+01
34.403
39.114
40.662
33.201
38.384
39.767
100.00

7CHR
1,00E-04
34.403
39.114
40.662
33.201
38.403
39.784
100.00

8
1,00E+03
34.403
39.114
40.662
21.821
33.288
32.531
100.00

8
5,00E+02
34.403
39.114
40.662
25.224
35.523
35.352
100.00

8
1,00E+02
34.403
39.114
40.662
29.959
37.503
38.506
100.00

8
5,00E+01
34.403
39.114
40.662
31.459
37.994
39.114
100.00

8
1,00E+01
34.403
39.114
40.662
32.637
38.247
39.464
100.00

9LUM
1,00E+03
34.403
39.114
40.662
25.430
38.403
39.784
100.00

9LUM
5,00E+02
34.403
39.114
40.662
27.917
38.403
39.784
100.00

9LUM
1,00E+02
34.403
39.114
40.662
31.260
38.403
39.784
100.00

9LUM
5,00E+01
34.403
39.114
40.662
32.248
38.403
39.784
100.00

9LUM
1,00E+01
34.403
39.114
40.662
33.124
38.403
39.784
100.00

9LUM
1,00E-04
34.403
39.114
40.662
33.201
38.403
39.784
100.00

9CHR
1,00E+03
34.403
39.114
40.662
33.201
35.867
36.300
100.00

9CHR
5,00E+02
34.403
39.114
40.662
33.201
36.910
37.999
100.00

9CHR
1,00E+02
34.403
39.114
40.662
33.201
38.170
39.466
100.00

9CHR
5,00E+01
34.403
39.114
40.662
33.201
38.255
39.596
100.00

9CHR
1,00E+01
34.403
39.114
40.662
33.201
38.386
39.774
100.00

9CHR
1,00E-04
34.403
39.114
40.662
33.201
38.403
39.784
100.00

10LUM
1,00E+03
34.403
39.114
40.662
27.822
38.403
39.784
100.00

10LUM
5,00E+02
34.403
39.114
40.662
29.560
38.403
39.784
100.00

10LUM
1,00E+02
34.403
39.114
40.662
31.801
38.403
39.784
100.00

10LUM
5,00E+01
34.403
39.114
40.662
32.569
38.403
39.784
100.00

10LUM
1,00E+01
34.403
39.114
40.662
33.134
38.403
39.784
100.00

10LUM
1,00E-04
34.403
39.114
40.662
33.201
38.403
39.784
100.00

10CHR
1,00E+03
34.403
39.114
40.662
33.201
36.924
37.211
100.00

10CHR
5,00E+02
34.403
39.114
40.662
33.201
37.626
38.389
100.00

10CHR
1,00E+02
34.403
39.114
40.662
33.201
38.257
39.545
100.00

10CHR
5,00E+01
34.403
39.114
40.662
33.201
38.324
39.656
100.00

10CHR
1,00E+01
34.403
39.114
40.662
33.201
38.396
39.771
100.00

10CHR
1,00E-04
34.403
39.114
40.662
33.201
38.403
39.784
100.00

Table 1.1, Results of packet loss simulation

Appendix II

Sequence
Quant
Fps
Mode
Pattern
Y-PSNR-1
U-PSNR-1
V-PSNR-1
Y-PSNR-n
U-PSNR-n
V-PSNR-n
Received Images
Loss of PSNR
Bitrate
















foreman
19
7.5
ef

34.40
39.11
40.66
33.53
38.62
39.98
75.00
0.00



19
7.5
hp
3-64
30.46
35.11
36.50
23.60
33.84
34.76
67.66
5.34
55.95


19
7.5
pm
3-64
32.88
39.11
40.66
25.75
37.73
38.75
74.16
1.90
57.37


19
7.5
pmrs
3-64
34.40
39.11
40.66
29.01
37.99
39.11
74.46
1.00
60.45


20
7.5
pmrs2
3-64
32.35
37.80
39.26
28.52
36.77
38.10
73.71
2.89
53.68
















foreman
19
7.5
hp
4-64
33.77
38.35
39.86
30.11
37.40
38.55
74.00
1.38
55.95


19
7.5
pm
4-64
34.40
39.11
40.66
31.53
38.23
39.46
74.73
0.48
57.37


19
7.5
pmrs
4-64
34.40
39.11
40.66
31.87
38.24
39.46
74.82
0.43
60.45


20
7.5
pmrs2
4-64
33.85
38.66
40.07
31.69
37.97
39.17
74.84
1.09
53.68
















foreman
19
7.5
hp
5-64
16.80
17.90
18.28
13.49
16.99
17.03
47.84
20.97
55.95


19
7.5
pm
5-64
17.32
37.09
38.60
14.54
34.02
34.78
70.77
8.33
57.37


19
7.5
pmrs
5-64
29.65
37.34
39.03
23.79
36.04
37.49
73.06
3.83
60.45


20
7.5
pmrs2
5-64
31.43
37.47
39.04
24.94
36.47
38.07
74.51
4.19
53.68
















foreman
19
7.5
hp
6-64
28.29
31.74
32.88
21.26
30.36
31.11
69.55
8.45
55.95


19
7.5
pm
6-64
28.34
39.04
40.56
24.08
37.74
38.85
74.54
2.95
57.37


19
7.5
pmrs
6-64
34.01
39.04
40.55
31.79
38.27
39.54
75.00
0.52
60.45


20
7.5
pmrs2
6-64
33.45
38.66
40.07
31.38
38.00
39.18
74.95
1.19
53.68
















foreman
13
7.5
ef

38.74
41.38
43.92
37.90
40.93
43.01
75.00
0.00



13
7.5
hp
7-128
14.23
14.47
14.75
12.17
13.78
13.74
33.13
27.13
121.25


13
7.5
pm
7-128
17.16
37.81
40.13
14.59
34.21
35.40
71.92
11.10
122.67


13
7.5
pmrs
7-128
35.82
40.07
42.75
26.38
38.33
40.02
74.31
3.75
125.75


14
7.5
pmrs2
7-128
36.92
39.69
41.94
27.62
38.17
40.01
74.76
5.30
110.57
















paris
25
15
ef

29.30
35.12
35.64
28.44
35.03
35.48
150.00
0.00



25
15
hp
7-128
12.14
11.72
11.63
12.29
11.64
11.54
103.04
21.34
111.35


25
15
pm
7-128
13.50
28.62
30.48
13.58
27.36
29.28
142.41
9.37
114.21


25
15
pmrs
7-128
27.10
34.20
35.01
23.90
33.44
34.16
148.78
1.87
120.41


26
15
pmrs2
7-128
26.56
32.40
34.24
25.42
32.96
33.53
147.29
2.95
104.03

Table 2.1, Results of simulations according to current and adapted test conditions 
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