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1 Background

The development of the H.26L standard is supposed to be a standardization process aiming not only at improving the rate-distortion performance for error-free circuit switched networks. The final goal is to provide a standard which fits into a heterogeneous network topology for different kinds of applications. In addition to the broad field of video communication, applications focussing on video streaming via IP based networks will get more and more important.  All mentioned applications can be subdivided in three different application classes with different requirements for each class.

1. Applications where video is compressed online (in most cases just after capturing the video data from a camera) and where the compressed data is transmitted immediately from the source to one client. Typical examples are live point-to-point communications like video telephony and video surveillance.

2. Applications where a user requests pre-compressed video data from a remote server for immediate consumption. Streaming technology offers a significant improvement over the download-and-play approach to multimedia file distribution, because it allows the data to be delivered to the client as a continuous flow with minimal delay before playback can begin. The multimedia data arrives, is briefly buffered before being played, and is then discarded. It is never actually stored on the users' computer. Typical examples are internet retrieval applications like retrieval of “web video pages” and video on demand.
3. Applications where compressed video data either online encoded or pre-compressed is transmitted to a certain group of clients (multicasting) or to a unspecified wide spread number of clients (broadcasting). Typical examples are video conferencing and video broadcasting or multicasting of live events (eg. sports events, etc.), an access to a live web-camera, or “web-TV”.

Standard IP-based networks provide best effort service for the transport of data. According to the burstiness of the traffic, congestion at the network routers may occur rather frequently resulting in loss of data packets. The TCP transport protocol will initiate a repeat request in such situations, but this is not possible for time critical applications like e.g. video communication and impracticable for less time critical multicast and broadcast applications. It is therefore required to use a less complex transport mechanism (UDP) without retransmission of lost packets.

Packet loss may also occur during bad transmission conditions in mobile links. Bit errors which can not be corrected in the data link layer will result in erroneous packets which will be discarded in the higher layers. According to the different reason of packet loss the loss statistics differ substantially from those in case of congestion.

2 Requirements

Network robustness is a general requirement for live video transmission and for the access to pre-compressed video data on a video server. While for video communication the total delay is a critical parameter and therefore, methods for network robustness shall keep the total delay as low as possible, the situation is quite different for broadcasting applications and for retrieval of pre-compressed video data. Requirements for streaming video have already been pointed out in previous documents (Q15-G-11, Q15-H-31) and it has been accepted as an important issue on the one hand to take into account the network requirements for the design of a video coding standard, and on the other hand to define an appropriate network friendly interface between the video encoder and the different kind of networks.

In all cases network robustness is important for all classes of video applications. The different requirements can be summarized as follows:

1. Requirements for streaming of on-line encoded video using point-to-point connections (e.g. video communication):

· low coding delay ( < 150 . . . 200 ms)

· resilience against packet loss (fast resynchronization, error protection, error concealment, data partitioning, etc.) as ARQ protocols are not applicable
· fast coder adaptation to network QoS (bandwidth, packet loss rate)

2. Requirements for streaming of pre-compressed video using point-to-point connections (e.g. access to video server):

· moderate coding and decoding delay (including error protection, channel coding) to allow interactivity (1 - 2 s)

· resilience against packet loss (fast resynchronization, error protection, error concealment, ARQ protocols)

· scalable bitstream / bitstream adaptation to network QoS (bandwidth, packet loss rate)

· adaptive error protection according to the instanteneous network QoS

3. Requirements for streaming of on-line encoded or pre-compressed video using point-to-multipoint connections (e.g. multicasting or broadcasting of live or pre-recorded video):

· resilience against packet loss (fast resynchronization, error protection, error concealment)

· scalable bitstream / bitstream adaptation to network QoS (bandwidth, packet loss rate)

· provision of different video quality classes ( multicast or scalable bitstreams

3 Impact on Video Source Coding

The application requirements have the following impact on the video coding algorithm:

· Low delay packet loss resilient coding restricts interleaving of data to a short time data set (source code interleaving: “data partitioning”, interleaving for error protection, no ARQ). This requires the use of slices, synch markers and/or the use of “redundant source coding” like e.g. multiple description coding.

· Fast source and channel coding adaptation requires to get some feedback from the network to adapt the coding parameters accordingly.

· Moderate coding delay allows more efficient interleaving for error protection. Besides data partitioning, scalable coding may be used in combination with unequal error protection. To adapt to the fluctuating bandwidth of the network, a scalable coding scheme with fine granularity shall be preferred.

· To provide different video qualities in a broadcast or multicast application allows the service provider to offer many different service classes for a multitude of terminals, from video handy to web TV set top boxes. Therefore, the video content can be coded with various video qualities and all the streams can be sent out simultaneously to the users. This is currently state-of-the-art, and may be an acceptable solution for two or three quality classes. However, this approach is very inefficient for a multitude of different quality classes with respect to temporal and/or spatial resolutions and different SNR. Therefore, a scalable coding scheme with fine granularity of the temporal resolution, the spatial resolution and the SNR would be the optimal solution. In case that such kind of scalability decreases the coding efficiency, a possible compromise would be to use two or three spatio-temporal resolutions in combination with fine granular SNR scalability. 

4 Proposal

As already pointed out network robustness has significant impact on video source coding. One aspect, the network friendly interface, is treated in a separate contribution (Q15-J-23) covering data partitioning methods. In addition to this we propose to include scalable video coding with fine granular scalability. Such a method which is based on bit plane coding is currently under standardisation in ISO MPEG-4, and it is planned to define a streaming video profile within the MPEG-4 framework. However, that method is mainly focussed to SNR scalability. Furthermore, H.26L will probably be less complex than MPEG-4 and in addition, due to its longer time range, will possibly reach a higher coding efficiency. Thus, it seems essential to include an efficient scalable coding mode with fine granularity into H.26L. We propose therefore

· to adopt scalable video coding with fine granularity of temporal resolution, spatial resolution and SNR as a “key technical area” for H.26L and

· to investigate scalable video coding methods with fine granularity of temporal resolution, spatial resolution and SNR  in combination with the compression methods developed within H.26L.
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