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Appendix II

Recommended Optional Enhancement

II.1
Introduction

With the variety of optional modes available in this Recommendation (H.263 Version 3), it is crucial that several preferred mode combinations for operation be defined, so that option-enhanced terminals will have a high probability of connecting to each other using some syntax better than the "baseline." This appendix contains a list of preferred mode combinations, structured into "profiles" of support.  The primary objective of this appendix is to encourage common modes to be supported in decoders, rather than to enforce a particular small set of mode combinations upon encoders.

In determining which modes would be placed into these profiles, the primary criteria used were performance-related: improvement in subjective quality, impact on delay, and impact on complexity (this includes computational burden, data dependencies, and ease of implementation). However, this appendix seeks to address a wide variety of applications and transport layers, and features addressing error resilience and ease of packetization were also incorporated into the same profile structures.

II.2
Profiles of preferred mode support

Each optional mode described in this appendix has been categorized into one of five profiles of support. While the ratio of performance improvement to computational complexity was a major criterion used in this categorization, utility for packetization and error resilience were also considered.  Decoder support for a given profile implies support for all subset combinations of the constituent modes of that profile. This requirement exists so that the limitations placed upon an encoder's choice of mode combinations is minimized. This is in keeping with the primary objective of this appendix, which is to describe the order in which modes should be supported at the decoder, rather than to enforce a particular small set of mode combinations upon the encoder.

II.2.1
Profile 0 preferred modes

This profile of support is composed of the following single mode:

1)
Advanced Prediction (Annex F) – From a coding efficiency standpoint, this mode is the most important of the modes available in the first version (Version 1) of this Recommendation. It includes overlapped block motion compensation, the four-motion-vector-per-macroblock feature, and it allows for motion vectors to point outside of the picture boundaries. The use of Advanced Prediction results in significant improvements in both subjective and objective performance. It does, however, require an appreciable increase in computation and introduce complicating data dependencies in the order of processing at the decoder.  However, since implementations of Recommendation H.263 that were designed prior to the adoption of the other modes in this list might have implemented Advanced Prediction by itself, Advanced Prediction-only operation is recommended for maximal quality with backward compatibility to version 1 decoders.
II.2.2
Profile 1 preferred modes

This profile of support is composed of the following modes (it does not include the Advanced Prediction mode of Profile 0):

1)
Advanced INTRA Coding (Annex I) – Use of this mode improves the coding efficiency for INTRA macroblocks (whether within INTRA pictures or predictively-coded pictures). The additional computational requirements of this mode are minimal at both the encoder and decoder (as low as a maximum of 8 additions/subtractions per 8 × 8 block in the decoding process plus the use of a different but very similar VLC table in order to obtain a significant improvement in coding efficiency). For these reasons, Advanced INTRA Coding is included in this basic package of support.
2)
Deblocking Filter (Annex J) – Because of the significant subjective quality improvement that may be realized with a deblocking filter, these filters are already widely in use as a method of post-processing in video communication terminals. Annex J represents the preferred mode of operation for a deblocking filter because it places the filter within the coding loop. This placement eases the implementation of the filter (by reducing the required memory) and somewhat improves the coding performance over a post-processing implementation. As with the Advanced Prediction mode, this mode also includes the four-motion-vector-per-macroblock feature and picture boundary extrapolation for motion compensation, both of which can further improve coding efficiency. The computational requirements of the deblocking filter are several hundred operatons per coded macroblock, but memory accesses and computational dependencies are uncomplicated. This last point is what makes the Deblocking Filter preferable to Advanced Prediction for some implementations. Also, the benefits of Advanced Prediction are not as substantial when the Deblocking Filter is used as well. Thus, the Deblocking Filter is included in this basic package of support.
3)
Supplemental Enhancement Information (Full-Frame Freeze Only) (Annex L, see L.4) – The full-frame freeze is very simple to implement, requiring only that the decoder be able to stop the transfer of data from its output buffer to the video display. This capability is useful for preventing the display of low-fidelity pictures while the encoder is building up a higher fidelity picture.
4)
Modified Quantization (Annex T) – This mode includes an extended DCT coefficient range, modified DQUANT syntax, and a modified step size for chrominance. The first two features allow for more flexibility at the encoder and may actually decrease the encoder's computational load (by eliminating the need re-encode macroblocks when coefficient level saturation occurs). The third feature noticeably improves chrominance fidelity, typically with little added bit-rate cost and with virtually no increase in computation. At the decoder, the only significant computational burden is the ability to parse several new bitstream symbols.

II.2.3
Profile 2 preferred modes

This profile of support is composed of the modes described above for Profile 1, plus the following additional modes (it does not include the Advanced Prediction mode of Profile 0):

1)
Unrestricted Motion Vectors (With UUI = "1" Sufficient) (Annex D) – Annex D has two primary features:

a)
picture boundary extrapolation; and

b)
longer motion vector support.


The first of these features is already supported by the inclusion of Annex J in Profile 1. The longer motion vector support can provide a significant improvement in coding efficiency, especially for large picture sizes, rapid motion, camera movement, and low picture rates. When used with PLUSPTYPE present, this mode also allows for longer motion vector differences, which can significantly simplify encoder operation. The longer motion vectors do present a potential problem for the decoder in terms of memory access, but frame-size-dependent limits on the maximum motion vector size prevent this problem from becoming an appreciable obstacle to implementation.
2)
Slice Structured Mode (Annex K) – For compatibility with packet-based transport layers, the Slice Structured mode is included here. All submodes of Annex K are to be supported, including the Rectangular Slice submode and the Arbitrary Slice Ordering submode. The additional computational burden imposed by the Slice Structured mode is minimal, limited primarily to bitstream generation and parsing.
3)
Reference Picture Resampling (Implicit Factor-of-4 Mode Only) (Annex P) – The implicit factor-of-4 mode of Reference Picture Resampling allows for automatic reference picture resampling only when the size of the new frame is changed, as indicated in the picture header. No bitstream overhead is required for this mode of operation. Predictive dynamic resolution changes allow an encoder to make intelligent trade-offs between temporal and spatial resolution. Furthermore, this simplest mode of operation for Annex P (factor of 4 upsampling or downsampling only) adds only a modest amount of computational complexity to both the encoder or decoder, since the factor of 4 case uses a simple fixed FIR filter (requiring roughly 4 operations per pixel, at most).

II.2.4
Profile 3 preferred modes

This profile of support is composed of all of the modes described above for Profiles 0, 1 and 2, plus the following additional modes:

1)
Improved PB-frames (Annex M) – The Improved PB-frames mode represents a substantial improvement over the basic PB-frames mode (Annex G) and has been demonstrated to significantly improve the coding efficiency for video sequences with a low degree of motion. While the basic version of PB-frames had problems in handling scene cuts and irregular motion, the Improved PB-frames mode may be used effectively at all times. In terms of computational burden, this mode is roughly neutral (especially for macroblock-pipelined architectures). However, because the Improved PB-frames mode can have a negative impact on delay and because it requires an additional frame store to implement (at both the encoder and decoder), it is placed in a higher-capability profile.

2)
Independent Segment Decoding (Annex R) – While the Independent Segment Decoding mode does introduce a significant amount of complexity (in terms of ease of implementation), it also significantly improves the error robustness of a video decoder, particularly in the presence of packet losses. For this reason, it is likely that many applications in which data can be lost in transmission (whether through packet loss or channel interference) will make use of the Independent Segment Decoding mode, especially in combination with the Slice Structured mode.

3)
Alternate INTER VLC (Annex S) – This mode has been demonstrated to improve coding efficiency especially for pictures with heavy motion which are coded with high fidelity. This mode uses the same VLC table as the Advanced INTRA Coding mode and is also simple from a computational standpoint (for each block, it requires at most one additional pass over the parsed symbols to decode them into DCT coefficients). However, it is possible that this mode could lead to some difficulty in implementation (especially on highly pipelined architectures), which is why it is not included at the lower profiles of support.

II.2.5
Profile 4 preferred modes

This profile of support was added after the definition of the profiles described above.  It is intended to provide high coding efficiency along with enhanced error resilience for packet-based networks such as Internet Protocol networks.  It is composed of all of the modes described above for Profiles 0 and 1, plus the following additional modes:

1)
Reference Picture Selection (Annex N) – The Reference Picture Selection mode provides enhanced error or packet loss resilience by allowing an encoder to use reference pictures other than the most recent coded picture in order to avoid error propagation.  Its primary effect on decoder complexity is to increase the required memory size, a matter of somewhat decreasing importance.

2)
Reference Picture Resampling (Implicit Factor-of-4 Mode Only) (Annex P) – The implicit factor-of-4 mode of Reference Picture Resampling allows for automatic reference picture resampling only when the size of the new frame is changed, as indicated in the picture header. No bitstream overhead is required for this mode of operation. Predictive dynamic resolution changes allow an encoder to make intelligent trade-offs between temporal and spatial resolution. Furthermore, this simplest mode of operation for Annex P (factor of 4 upsampling or downsampling only) adds only a modest amount of computational complexity to both the encoder or decoder, since the factor of 4 case uses a simple fixed FIR filter (requiring roughly 4 operations per pixel, at most).

3)
Enhanced Reference Picture Selection (Annex U) – The Enhanced Reference Picture Selection mode provides a similar benefit to the Reference Picture Selection mode in terms of error or packet loss resilience, and also enables a significant gain in compression efficiency by allowing selection of reference pictures on a macroblock basis.

II.3
Picture formats and picture clock frequencies

To ensure a high quality level of interoperability, encoders and decoders supporting a large standard picture format (QCIF, CIF, 4CIF, 16CIF) should support all smaller standard picture formats. (As specified elsewhere in this Recommendation, decoders shall support sub-QCIF and QCIF, and encoders shall support sub-QCIF or QCIF.) Decoders should be capable of operation with a smaller picture format at maximum frame rates no lower than the maximum frame rate for which it is capable of operation with a larger standard picture format. For example, a decoder capable of decoding 4CIF pictures at 15 pictures per second [actually 15*(1000/1001) pictures per second] should also be able to decode CIF, QCIF and SQCIF pictures at least at 15 pictures per second.

Encoders and decoders supporting custom picture formats and/or custom picture clock frequencies are recommended to follow the guidelines below:

1)
An encoder or decoder which supports a custom picture format should support all standard picture formats equal or smaller in both height and width than those of any supported custom picture format. For example, an encoder supporting a custom picture format of 256 × 256 should support QCIF and SQCIF picture encoding.

2)
An encoder or decoder which supports a custom picture clock frequency for a standard picture format should support a higher or equal frame rate (in pictures per second) at the standard picture clock frequency of 30 Hz [actually 30*(1000/1001) Hz] for the same picture format. For example, if a decoder supports QCIF pictures at 12.5 pictures per second with a 25 Hz picture clock, it should at least be able to decode QCIF pictures at 15 pictures per second at 30 Hz. If a custom picture format is used, all supported smaller or equal standard picture formats should be capable of operating at frame rates for the standard picture clock frequency no lower than the maximum frame rate of the custom picture format.

II.4
Levels of Performance Capability

The following three levels of performance capability are encouraged for decoder implemenation:

1)
Level 0 – Support of QCIF resolution decoding, capable of operation with a bit rate up to
64 000 bits per second, with a picture decoding rate up to 15 000 / 1001 pictures per second.

2)
Level 1 – Support of CIF resolution decoding, capable of operation with a bit rate up to
128 000 bits per second, with a picture decoding rate up to 15 000 / 1001 pictures per second.

3)
Level 2 – Support of CIF resolution decoding, capable of operation with a bit rate up to
1 920 000 bits per second, with a picture decoding rate up to 30 000 / 1001 pictures per second.
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