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1.
Introduction

Annex G of H.264 [1] defines a scalable coding extension for H.264, referred to as SVC (Scalable Video Coding).  The specification for SVC was added as Amendment 3 to the original H.264 specification.  SVC is a backwards-compatible extension of H.264 in which sub-bitstreams are added in order to enhance the representation of the video signal by offering increased quality (SNR) or increased spatial resolution. These sub-bitstreams, or layers, provide for quality or spatial scalability and, coupled with temporal scalability which was already available in H.264 prior to the SVC extension, and can be simultaneously present in a given SVC bitstream. 

In parallel with the development of the SVC specification, an RTP payload format was designed for SVC [4].  The RTP payload format was based on RFC 3984 [5-6] which specifies the corresponding payload format for H.264, with additions that take into account the particular features of SVC. 

The corresponding signalling information for H.300-series terminals is specified in H.241 [2-3]. The current H.241 specification provides extensive support for non-SVC H.264 profiles (which we refer to as “H.264 profiles”), but it does not yet support signalling related to SVC bitstreams. There are three new profiles introduced by SVC: the Scalable Baseline, the Scalable High, and the Scalable High Intra. Here, we concentrate on Scalable Baseline as it is the only profile used in video communication. The level definitions remain unchanged to those of H.264. Given that the Scalable Baseline profile is already deployed in communication products (by Vidyo and other companies) we believe that adding such support in H.241 is beneficial.  

The purpose of this contribution is to discuss the support that is required in order to be able to handle Scalable Baseline profile bitstreams in an H.241 environment, and propose specific mechanisms and messages that could be introduced in H.241 for that purpose. The proposal does not include specification text; its objective is to initiate discussion within the Q.1/16 experts group so that the most appropriate technical solution is formulated. Detailed specification text can be provided at a later stage.  
2.
Discussion

We believe that a main design objective should be to remain within the existing H.241 framework of H.264 support, introducing the minimal changes necessary to support SVC. An additional design objective is to also remain within the framework used in the RTP payload format for SVC.  These objectives will ensure maximum interoperability between systems, while at the same time minimal changes will be needed in existing H.241 systems to support SVC. Before discussing the issues introduced by SVC for H.241, we briefly review some key features of SVC. A comprehensive overview can be found in [7].

SVC performs scalable coding in a pyramidal fashion. For example, in the case spatial scalability, a spatially subsampled version of the signal is first encoded using H.264/AVC, forming the base layer. The full resolution signal can then be coded as an enhancement layer, in which the same coding tools as with H.264/AVC are used, but with the added feature that coded information that is present in a lower layer can be used for prediction purposes (i.e., intra data, motion information, and residual information).  A key feature of SVC is that it uses single-loop decoding, i.e., one does not have to completely decode a lower layer to decode an enhancement layer – it is sufficient to parse the lower layer data, not to reconstruct the corresponding lower layer pictures. A similar structure is used for quality scalability (coarse grain or CGS, and medium grain or MGS), where scalability is applied on the level of quantization used. As noted earlier, temporal scalability is already available in H.264 profiles. In this case, SVC does not introduce new coding tools, rather only header information was added. Hence, there is no need to extend H.241 specifically for this feature of H.264.  

SVC supports multiple scalability layers for each type of scalability. NAL units containing coded slice data identify the layer to which they belong via three parameters that are present in a NAL unit header extension defined by SVC: dependency_id, quality_id, and temporal_id. The dependency_id uses 3 bits to signal spatial scalability and CGS, quality_id uses 4 bits to signal MGS, and temporal_id uses 3 bits to signaltemporal scalability.    

SVC is a backwards-compatible extension of H.264. More precisely, the base layer of a bitstream conforming to the Scalable Baseline profile conforms to the Constrained Baseline profile  The payloads of the SVC-specific sub-bitstreams are contained in NAL units that have different types than the ones used by the Constrained Baseline profile.  An H.264 decoder can thus ignore the NAL unit types that it does not understand, and proceed to decode just the H.264 portion of the bitstream (the base layer).  Note that, since the H.264 NAL units cannot contain the NAL unit header extension introduced by SVC, a special prefix NAL unit type was introduced in SVC to carry the header data that is associated with the H.264 NAL unit that follows it.  

Backwards compatibility is extremely useful for streaming applications. In communication applications, an SVC system can always signal its H.264 decoding capability for consideration by the transmitting system, in addition to SVC. For legacy system support, however, it is advantageous to be able to bridge H.264 and SVC systems without transcoding. 

A system-level comparison of SVC and H.264 shows the following differences:

1) An SVC bitstream contains multiple representations of a given video signal, at different fidelity points.

2) Each layer forms its own separate bitstream that can be transported in the same or in a different channel. 

A third comparison point relates to the packetization mode employed for the transport of NAL units. RFC 3984 mandated the support of the single NAL unit mode, whereas support for the non-interleaved mode is mandated by the RTP payload format for SVC. In the following, we discuss each issue in more detail. 

2.1. Multiple Representations

An SVC bitstream may contain multiple layers, creating several “operation points,” i.e., bitstream subsets that are decodable and conform to a particular profile at a particular level. From a receiver perspective, however, it is important that its capabilities be signalled in terms of the profile and level for the “largest” stream that it is capable of receiving. The choice of scalability modes etc. does not affect interoperability, and thus does not have to be signalled. 

In the RTP payload format for SVC, when considering the SDP offer/answer model, the specification includes several optional parameters that relate to stream properties (“sprop” parameters) that describe the stream that will be sent and/or received, allowing the answerer to select a particular operation point. This optional capability does not appear to be needed in H.241 and it appears sufficient that just profile and level are signalled.    

2.2. Multiple Bitstreams

The presence of multiple layers in an SVC bitstream as well as the fact that subsets of these layers are decodable introduces the possibility that each layer (or groups of layers) are transported in its own logical channel. In the RTP payload format for SVC this is reflected by the terms/modes single-session transmission (SST) and multi-session transmission (MST).  In an H.241 context there does not appear to be a use case for MST. Note also that MST introduces considerable complexity in terms of decoding order recovery. 

2.3. Packetization Mode

Annex A of H.241 indicates that the single NAL unit mode of RFC 3984 must be supported by all H.323 terminals that support H.264. In the RTP payload format for SVC ([4], Section 5.1, p. 47), it is recommended that the single NAL unit mode is avoided and that all receivers must support the non-interleaved mode. The argument is that the benefits of the non-interleaved mode (lower packet overhead etc.) far outweigh the burden of implementing support for the STAP-A (single-time aggregation packet) and FU-A (fragmentation unit) NAL units defined in RFC 3984. 

We find the argument convincing. One issue is interoperability with legacy systems. When the non-interleaved mode is used, the subset of the packets that contain base layer packets (H.264/AVC data) may no longer be conforming to the minimum requirements established by H.241. A system that wishes to bridge between SVC and H.264 system would have to re-packetize the data in order to ensure that they conform to the single NAL unit mode. To the authors knowledge there is no way currently to signal if the non-interleaved mode is available in an H.323 system. This operation is not particularly complicated, and may be well worth the cost when compared with the benefits associated with SVC systems. 

3.
Conclusion

In summary, we propose that the following modifications are considered by Q.1/16 experts in order to provide support for SVC in H.241:

1) Indication of the Scalable Baseline profile, via the “AdditionalModesSupported” parameter. 

2) Modification of Annex A to indicate that if an SVC profile is signalled, then the non-interleaved mode of RFC 3984 must be supported.

We note that other modifications may also be necessary in related specifications (e.g., H.221).
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