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1.0
Introduction

This contribution proposes the following extensions and clarifications to Rec. H.241:

1. Clarification in 8.3.2.1, 8.3.2.3, and 8.3.2.7/H.241 that the appropriate bitrate unit for the H.264 values maxBitRate, MaxBR, MaxCBP, and CustomMaxBRandCBP is the NAL HRD (and not VCL HRD) value of 1200 bit/s.  

This is a clarification only – some implementers have misunderstood that H.300-series systems transport the H.264 NAL unit stream (and not the raw VCL) and therefore have been confused as to whether to use the VCL value of 1000 bit/s (incorrect) or the NAL value of 1200 bit/s (correct).
As this is purely editorial, it will not be discussed further – please see the change-marked text in the attached draft of H.241.

2. The addition of sample aspect ratio signaling to the H.264 capabilities.

3. The addition of optional H.245 GenericIndication messages signaling “preferred video modes”.  These messages are proposed to be codec-independent.
2.0
Sample aspect ratio capabilities for H.264

Clause 8.1/H.241 says:

“The format used to display such received video streams is not required to match the exact format transmitted.”

Anamorphic distortion – squeezing or stretching – is permitted as a means to make pictures fit on a video display whose aspect ratio doesn’t match the video format being received.  This is very undesirable from a video quality and user satisfaction viewpoint. Anamorphic distortion results in distorted shapes and very unflattering views of people who look much thinner or fatter than in reality.
All current H.300-series conformant video conferencing equipment that we are aware of supports the sending and receiving of video with a picture aspect ratio of 4:3.  Yet “wide screen” displays with aspect ratios of 16:9 are becoming common.  It seems reasonable to assume that equipment will soon transmit 16:9 picture aspect ratio video to efficiently fill these displays.  

One obviously attractive method for doing so – which requires no change to video encoder/decoder equipment - is to compress a 16:9 picture into a standard video format (such as CIF) by altering the sample aspect ratio (the shape of each pixel).

The H.264 VUI parameters provide a means to signal such an altered sample aspect ratio.  However, many existing deployed H.264 video conferencing systems do not signal, and do not interpret, the optional H.264 VUI parameters.  Such systems will misinterpret, for example, an anamorphically compressed 16:9 CIF picture as an ordinary 4:3 CIF picture, and display a “squeezed” image.

We think it is very important to avoid this situation to the extent possible.  H.300-series video capabilities for H.261 and H.263 include the capability to receive specific sample aspect ratios (in the definitions of CIF/QCIF and in the H.263 Custom Picture Format, respectively).  However, this capability is not signaled for H.264 in the current version of H.241.
A related problem is that there is currently no sample aspect ratio that receivers are required to be able to display without distortion.  This lack of a common mode may lead to interoperability problems in the future.


We therefore propose:

a) To add to the H.264 capabilities an indication of which sample aspect ratio(s) can be displayed without distortion.

b) To require new terminals (which support the new capability) to obey the limits of this capability (if expressed) when sending video.
c) To require new terminals (which support the new capability) to be able to send and display pictures using the CIF sample aspect ratio without distortion.  This will provide a common mode for interoperability.

d) To require new terminals (which support the new capability) to signal the actual sample aspect ratio in the H.264 VUI parameters, so that receivers can know how to display without distortion.

e) To specify the sample aspect ratio that receivers should assume in the absence of H.264 VUI parameters.
f) To recommend a range of sample aspect ratios that all receivers should be able to display without distortion.

Proposed new text in sections 3, 4, 7.1.6, 8.3.1.1, and 8.3.2.11 of the attached marked-up H.241 provides proposed text that would implement these proposals.

3.0
Preferred video modes

With the current text of H.241 and H.245, there is no way to know what kind of video display hardware is present at the far-end of a video call.

For example:

a) Native PAL and NTSC displays support different frame rates (25 vs. 30 Hz), and different numbers of lines per picture (typically 576 vs. 480).  

Sending 576 lines of video to a NTSC display, or 30 Hz video to a PAL display, is wasteful of bandwidth.  Picture quality would be improved if a video format matching the display device were transmitted in cases where the native camera format matched the display format.
b) Displays with both 16:9 and 4:3 picture aspect ratios have become common.
While it is possible to display any aspect ratio picture on any display, this often leads to sub-optimal picture quality.  Letterboxing wastes limited display area.  Cropping throws away part of the received picture.  Squeezing or stretching pictures results in distortion of shapes in the picture.  Picture quality would be improved if a video format matching the display device were transmitted in cases where the native camera format either matches or can be cropped to the display aspect ratio.

c) Many flat panel displays (LCD, plasma, etc.) have fixed native resolution (number of pixels in width and height). 
Sending higher resolution pictures than the native resolution of such displays is a waste of bandwidth.

d) Some display types inherently use interlaced or progressive scanning.  
Sending a video mode that matches the native scan format will improve video quality in many cases. 

For these reasons, we believe that indications describing the native characteristics of the display equipment would be a valuable aid to improved video quality.

We propose to add optional H.245 GenericIndication signals to H.241, independent of the codec capabilities, that signal “preferred video modes”.  The intent is that these preferred modes would reflect the native characteristics of the display equipment.   Transmitters could take these characteristics into account when choosing video formats – this is particularly useful when the transmitting equipment can send a matching format and avoid video quality loss from rescaling, temporal resampling, letterboxing, etc.
Proposed new section 6.1.1 of H.241, below, provides a starting point for text that would define such indications.  There remain a number of open issues that require discussion and decision – we have noted these as editor’s comments in the draft text.
We propose that work toward resolving these open issues and preparation of a final text for Consent by SG16 in April 2006 should take place by correspondence between now and the next meeting of SG16.

3.1
Proposed goals for new signals

Proposed goals for these new signals:

1. They should reflect the native hardware characteristics of the physical display (and perhaps camera) devices, such as:

a. picture aspect ratio, 

b. native resolution (example: LCD and plasma displays), 

c. native refresh rate/frame rate, 

d. native support of interlace vs. progressive scanning, etc.

2. They should support mode forcing by MCUs – preferably by cap restriction, but possibly by other methods.  This implies that the MCU must have a way of knowing which video modes can be sent by the endpoint.  (Note that H.245 “RequestMode” uses a capability to express the requested mode – this doesn’t fit well with H.264, as this would exclude a request for a given picture resolution.)

3. They should be usable with H.320 systems via the Annex A/H.239 mechanism.

4. They should be codec independent and usable with any present or future video codec.

5. They should be simple.

3.2
Considerations for new signals

In considering the possible syntax and semantics for the new signals the following should be taken into account:

1. There are a potentially very large – nearly infinite – number of possible video modes that could be expressed, considering all the permutations of the factors listed above.   Even considering only picture resolution (X by Y pixels), a system that supports up to 1024x1024 pictures in H.264, by definition, supports 10242 (> 1 million) different possible resolutions.
Possible methods to deal with this include:

a) The use of “wild cards” instead of specific modes. 

b) The specification of a Minimum-Maximum range instead of a specific value.

c) A “closest to” mechanism.

d) Specification of a single mode (example: Native resolution = 640x480) combined with “rules” for deriving which other modes fit “well” into that hardware.

2. There is a “philosophical” issue to be dealt with here – what is the proper way to choose modes in the general sense, and to force modes by an MCU, and how should it be implemented in practice in this case?
There are at least 2 basic models that might be used:

a) Transmitter describes what it can send, receiver chooses.
b) Receiver describes what it can receive, transmitter chooses.

In practice, we may need a combination of both methods because:

i) In a multipoint conference, the MCU may need to force all endpoints into one mode, or some endpoints into particular modes.  In this case, model (a) seems best (receiver = MCU chooses) because it implies that the MCU knows what endpoints are capable of sending.  Additionally in favor of model (a) is the fact that human users often want to control what they see and hear – this model allows that.

ii) On the other hand, very often only the transmitter knows what it has available to send – for example, only the transmitter knows when it wants to begin a PowerPoint presentation, or when it wants to send information from a document camera.  This fits better with model (b) – transmitter chooses.

These considerations deserve further study.
3.3
Draft new section 6.1/H.245
6.1
C&I applicable to all video codecs

6.1.1
Preferred video mode indication

This optional indication shall contain a list of one or more video modes, in order from most to least preferred, which the terminal expressing the indication prefers to receive.

A video mode consists of one or more of the following elements: 

· Sample aspect ratio - Width : Height (integers) 

· Picture resolution - Width x Height (luma pixels)

· Scan mode (interlaced, progressive, absent = don’t care)

· Frame rate (defined as 1/interval between pictures)

· H.239 role

The absence of any of these elements from a video mode indicates no preference with regard to the missing elements.

[Ed. Note: Syntax to express this is TBD.  Consider encapsulating HDMI data structure (E-EDID, EIA/CIA-861B) in a H.245 GenericMessage; this is automatically provided by many displays.]
[Ed. Note: The syntax should make this clear, but the idea is that you signal a LIST of MODES.  Each MODE  consists of one or more ELEMENTS, for example:


NOT  [4:3, 16:9, 2.11:1], [12:11, 1:1], [640x480, 352x288, 800x600], [interlace], [15, 30]


But instead:  [4:3, 640x480, interlace, 15], [4:3, 640x480, progressive, 30], etc…
]
The receiver of this indication should infer a preferred picture aspect ratio (PAR) calculated as PAR = sample aspect ratio * picture width / picture height.

The indicated preferred video modes should be based on the video modes that can be displayed most optimally with the available display equipment.
For example:

i) if the physical display has a 16:9 picture aspect ratio, a preferred video mode might have a sample aspect ratio and picture resolution consistent with a 16:9 picture aspect ratio,

ii) if the physical display uses the PAL video system, a frame rate of 25 Hz and interlaced scan mode might be preferred,

iii) if the physical display uses the NTSC video system, a frame rate of 29.97 Hz and interlaced scan mode might be preferred,

iv) if the display is a typical computer display system, a sample aspect ratio of 1:1 and a progressive scan mode might be preferred,

v) if the display system uses the 720p HDTV pixel arrangement, a sample aspect ratio of 1:1 and a progressive scan mode with a picture resolution of 1280 x 720 luma pixels might be preferred instead of higher resolution pictures.

[Syntax goes here]
The indicated preferred video modes are not to be confused with the expressed video capabilities.  Transmitters should, when practical, send video modes using elements chosen from the more-preferred video modes but may send any video mode which is within the expressed capabilities of the receiver.

This indication may be retransmitted from time to time with a different list of video modes, or with a different order of listed modes.  The receiver of the indication should consider the most recently received indication to be in effect.

NOTE – When the received video mode does not match the native equipment characteristics (for example, differing picture aspect ratio, frame rate, or picture resolution), receiving equipment may display the video in a sub-optimal way (for example, by letterboxing, cropping, dropping frames, rescaling, etc.).  This indication is most useful in cases where the transmitting system has similar types of equipment as the receiving system (NTSC vs. PAL, 16x9 cameras and 16x9 displays, etc.) In these cases, the transmitting system can choose to send a video mode that is more compatible with the receiving equipment’s native characteristics.

[end]
PAGE  


Page 1 of 7

