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Abstract
The Joint Video Team (JVT) of ITU-T Q.6/16 and ISO/IEC JTC 1/SC 29/WG 11 held its 27th meeting during 24-29 April, 2008 at ITU-T Headquarters in Geneva, Switzerland. The JVT meeting was held under the chairmanship of Dr. Gary Sullivan (Microsoft/USA) and Dr. Jens-Rainer Ohm (RWTH Aachen/Germany), and under the associate chairmanship of Dr. Thomas Wiegand (Fraunhofer HHI/Germany) and Dr. Ajay Luthra (Motorola/USA). The JVT meetings opened at approximately 2:30 p.m. on Thursday 24 April 2008 and closed at approximately 12:45 p.m. on Tuesday 29 April 2008. Approximately 124 people attended the JVT meetings and approximately 40 input documents were discussed. The meetings took place in a co-located fashion with a meeting of ITU-T Study Group 16 – one of the two parent bodies of the JVT. The subject matter of the JVT meeting activities consisted of work on video coding.
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1. Documents of the JVT meeting

1.1. Input documents
1.1.1 Administrative input contributions
JVT-AA000 (Admin) List of documents of Geneva meeting

JVT-AA001-M (AhG) [G. J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] AHG Report: Proj mgmt and errata

JVT-AA002-M (AhG) [T. Wiegand, K. Suehring, A. Tourapis, T. Suzuki, G. J. Sullivan] AHG Report: JM text, ref soft, bitstream, conf

JVT-AA003 (AhG) [H. Schwarz, J. Vieron, T. Wiegand, M. Wien, A. Eleftheriadis, V. Bottreau] AHG Report: JSVM text, S/W, conf

JVT-AA004-M (AhG) [A. Segall, T. Wiegand] AHG Report: SVC bit depth, color gamut, and chroma format

JVT-AA005-M (AhG) [J. Ridge, M. Karczewicz] AHG Report: FGS applications and design simplification

JVT-AA006 (AhG) [H. Kimata, A. Smolic, P. Pandit, A. Vetro, Y. Chen] AHG Report: MVC JD & JMVM text & software

JVT-AA007 (AhG) [Y. Chen, S. Gao, H. S. Koo] AHG Report: MVC JMVM coding tools

JVT-AA008 (AhG) [G. J. Sullivan, A. Rodriguez, S. Narasimhan] Splicing operation

1.1.2 Input liaison statements and parent-body inputs
The following WG 11 parent-body input contributions were noted:
JVT-AA010 / WG 11 M15312 (WG11 NB) [US NB to WG 11] USNB response to request for comments on proposed Common Profile

JVT-AA011 / WG 11 M15330 (WG11 NB) [JNB to WG 11] JNB response to request for comments on proposed Common Profile

JVT-AA012 / WG 11 M15337 (WG 11 NB) [KNB to WG 11] KNB comments on MVC

1.1.3 Non-administrative input contributions
JVT-AA020 (Prop 2.2+2.2.1/3.1) [Y.-K. Wang, M. M. Hannuksela (Nokia), Y. Chen (Tech. Univ. Tampere), J. Luo, P. Yin, C. Gomila (Thomson)] MVC HRD and bitstream restriction

JVT-AA021 (Info) [A. Vetro (MERL), G. J. Sullivan (Microsoft), S. Narasimhan (Motorola)] MVC comments on JD

JVT-AA022 (Prop 2.2/3.1) [K. Kazui, A. Nakagawa, S. L. Bhavani, S. Kobayashi (Fujitsu)] Modification of decoding process for POC type 1

JVT-AA023 (Prop 2.2/3.1) [Y. J. Chiu, L. Xu (Intel)] Adaptive filter for SVC bit depth scalability

JVT-AA024-L (Info) [J.-H. Min, W.-S. Shim (Samsung)] Verif JVT-AA031 (LG) H.-L. syntax for motion skip

JVT-AA025 (Cor) [H. Schwarz (FhG HHI)] SVC errata

JVT-AA026 (Prop-NN 2.2) [M. Karczewicz, Y. Ye, P. Chen (Qualcomm)] R-D optimized quantization

JVT-AA027 (Info) [L. Liu, A. M. Tourapis (Dolby)] R-D optimized quantization in the JM sef software

JVT-AA028 (Prop 2.2) [S. Gao, S. Lin, Y. Liu, L. Xiong (Huawei)] Comment on Motion Skip

JVT-AA029 (Prop-NN 2.2) [M. Li, Y. Chang, H. Yang, J. Huo (Xidian U.), S. Lin, S. Gao, L. Xiong (Huawei)] Frame layer rate control for H.264/AVC with hierarchical B frames

JVT-AA030-L (Info 2.0/3.1) [D. Tian, P. Purvin (Thomson)] Verif JVT-AA028 Comment on motion skip

JVT-AA031 (Prop 2.2/3.1) [Y.-J. Jeon, B.-M. Jeon (LG)] High level syntax for motion skip mode

JVT-AA032 (Prop 2.2/3.1) [J.-H. Min (Samsung), M.-W. Park, J.-T. Park (Kyung Hee Univ.), W.-S. Shim (Samsung), G.-H. Park (Kyung Hee Univ.)] Chroma compensation for MVC

JVT-AA033 (Prop 2.2.1/3.1) [Y.-K. Wang (Nokia), Y. Chen (Tech. Univ. Tampere), M. M. Hannuksela (Nokia)] Comments to MVC JD 6.0

JVT-AA034 (Prop 2.2.1/3.1) [Y.-K. Wang (Nokia), Y. Chen (Tech. Univ. Tampere), M. M. Hannuksela (Nokia)] Non-required view component SEI for MVC

JVT-AA035 (Prop 2.2.1/3.1) [Y. Chen (Tech. Univ. Tampere), Y.-K. Wang, M. M. Hannuksela (Nokia)] View dependency change SEI and operation point not present SEI for MVC

JVT-AA036 (Prop 2.2.1/3.1) [Y. Chen (Tech. Univ. Tampere), Y.-K. Wang, M. M. Hannuksela (Nokia)] Support of lightweight MVC to AVC transcoding

JVT-AA037 (Prop 2.2.1/3.1) [Y-K. Wang (Nokia), M. M. Hannuksela, Y. Chen (Tech. Univ. Tampere)] Support of redundant pictures in MVC

JVT-AA038 (Cor 2.0/3.1) [Y.-K. Wang (Nokia)] SVC corrigendum items

JVT-AA039 (Info) [S. Kamp, M. Wien (RWTH Aachen Univ.)] Error accumulation in motion comp in P and B slices

JVT-AA040 (Info) [S. Kamp, M. Wien (RWTH Aachen Univ.)] Multi-hypothesis pred with decoder side MV derivation (DMVD)

JVT-AA041-L (Info 2.2/3.1) [S. Sekiguchi, S. Yamagishi, K.Otoi, Y. Yamada (Mitsubishi Electric)] Additional results on magnitude-dependent adaptive motion vector coding

(not Monday)

JVT-AA042-L (Info 2.0/3.1) [Y.-J. Jeon, B.-M. Jeon (LG)] Verif JVT-AA032 Samsung/KHU MVC chroma comp

JVT-AA043 (Draft) [V. Bottreau (Thomson), A. Eleftheriadis (Vidyo)] SVC conformance testing

1.1.4 Late-registered input contributions, BoG reports, etc.

JVT-AA044-L (Late Prop 2.2.1/3.1) [M. M. Hannuksela (Nokia), Y. Chen (Tech. Univ. Tampere), Y.-K. Wang (Nokia)] Scalable multi-view video coding

JVT-AA045-L (Late Cor 2.0/3.1) [D. Singer (Apple)] Sign error in two transfer characteristics equations

JVT-AA046-B (BoG) [A. Vetro] BoG report MVC issues

JVT-AA047-B (BoG) [Y.-K. Wang] BoG report on MVC motion skip proposal harmonization

1.2. Late document availability
Non-administrative documents with document numbers suffixed in this report with "-L", "-Q", or "-M" were classified as late. Such documents will only be considered as information documents only (unless agreed otherwise by the group) if time permits, and consideration of them may be shifted to the end of the meeting as determined appropriate by the group.

For some time now, the JVT has agreed that no late-uploaded (non-AHG-report, non-liaison, non-verification, non-errata-report) contribution would be presented without having a minimum of 4 JVT participants (from different other than that of the primary contribution author) recorded by name as supporting the allowance of such a presentation, in addition to a consensus of the general JVT membership to allow the presentation. Such support to allow a presentation is to be understood to not necessarily imply support of the adoption of the content of the late contribution, but only as a positive expression that the document should be allowed to be presented. Additionally, the provider of a presented late contribution shall send an email apology to the JVT email reflector. This rule does not apply to material requested by the JVT at the meeting (e.g., reports of JVT-authorized side activities).

JVT decision: Agreed.

Suffixes for contribution numbers in this report are explained below:
· "-L" indicates a non-administrative contribution that was somewhat late but was available by the second meeting day (contributions JVT-AA041 and JVT-AA044 were in this category at this meeting).
· "-Q" were more late than that (there were no contribution in this category at this meeting).
· "-M" were still missing at the time of preparation of this draft of this report (there are no contributions in this category for this meeting).
· "-B" were break-out group discussion reports and other input requested during the meeting
Further suffixing by “V” indicates a contribution that contains a cross-verification of a proposal.

On consideration of JVT-AA041 (Mitsubishi Electric – Additional results on magnitude-dependent adaptive motion vector coding):
An apology was sent.

Supporting presentation were A. Segall, Y.-K. Wang, M. Wien, and H. Schwarz.
On consideration of JVT-AA044 (Tech. Univ. Tampere and Nokia – Scalable multi-view video coding):
An apology was sent.

Supporting presentation were A. Vetro, A. Segall, P. Pandit, and M. Wien.
There were no objections to presentations of late documents at this meeting.
It was noted that the situation surrounding the need for on-time availability of contributions has substantially improved since our lateness penalty rules were adopted.
1.3. Withdrawn document registrations

None.
1.4. Major output documents

Major output documents submitted to parent-body review included the following. (Dates listed are planned dates of availability.)
SECTION NEEDS FINALIZATION
JVT-AA200 Meeting report of the 27th JVT meeting (this document)
JVT-AA205-M (WG 11 Nxxxx) Draft conformance testing for SVC (V. Bottreau) [2008-02-29]
(Conveyed to WG 11 as "Text of ISO/IEC 14496-4:2004/FPDAM 31 Conformance Testing for Scalable Video Coding".)
JVT-AA207 (WG 11 Nxxxx Joint multi-view video model (JMVM) 8 text [2008-02-15]
JVT-AA208 (WG 11 Nxxxx) JMVM 8 software [2008-02-22]
JVT-AA209 (WG 11 Nxxxx) Joint draft multi-view video coding (MVC) [2008-02-15]
(Conveyed to WG 11 as "Text of ISO/IEC 14496-10:200X/FPDAM 1  Multiview Video Coding".)
JVT-Z210-M (WG 11 N9574) ITU-T Rec. H.264 | ISO/IEC 14496-10 Advanced video coding defect report (G. Sullivan) [2008-04-30]

(Produced as final edited output of preceding meeting; Conveyed to WG 11 as "Text of ISO/IEC 14496-10:200X/DCOR 1" and to ITU-T SG16 as AAP Consent text.)
JVT-Y211-M (WG 11 Nxxxx) Draft reference software for SVC [2008-03-20]
(Conveyed to WG 11 as "Text of ISO/IEC 14496-5:2001/FPDAM 19 Reference Software for Scalable Video Coding".)

Software for Prof Prof.
1.5. JVT internal output documents

JVT internal output documents included the following. (Dates listed are planned dates of availability.)

JVT-AA202-M Joint scalable video model (JSVM) text

JVT-AA203-M JSVM software

2. JVT administrative and liaison topics

2.1. IPR policy reminder and update
Participants were reminded of the IPR policy established by the parent organizations of the JVT and were referred to the parent body web sites for further information. The IPR policy was summarized for the participants.

Participants were particularly reminded of the need to supply a completed JVT IPR status reporting form in all technical proposals for normative standardization. Participants were also reminded of the need to formally report patent rights to the top-level parent bodies (using the common reporting form found on the database listed below) and to make verbal and/or document IPR reports within the JVT as necessary in the event that they are aware of unreported patents that are essential to implementation of a standard or of a draft standard under development.

The JVT chair noted that the top-level parent bodies have agreed upon a common patent policy among ITU-T, ITU-R, ISO, and IEC.
Some relevant links for organizational and IPR policy information are provided below:

· http://www.itu.int/ITU-T/ipr/index.html (common patent policy for ITU-T, ITU-R, ISO, IEC and guidelines and forms for formal reporting to the parent bodies)

· http://ftp3.itu.int/av-arch/jvt-site (JVT contribution template for each meeting)

· http://www.itu.int/ITU-T/studygroups/com16/jvt/index.html (JVT founding charter)

· http://www.itu.int/ITU-T/dbase/patent/index.html (ITU-T IPR database)

· http://www.itscj.ipsj.or.jp/sc29/29w7proc.htm (SC29 Procedures)

The JVT chair noted that the ITU TSB director's AHG on IPR had issued a clarification of the IPR reporting process for ITU-T standards, as follows (and as previously sent to the JVT email reflector), per SG 16 TD 327 (GEN/16):

“TSB has reported to the TSB Director’s IPR Ad Hoc Group that they are receiving Patent Statement and Licensing Declaration forms regarding technology submitted in Contributions that may not yet be incorporated in a draft new or revised Recommendation. The IPR Ad Hoc Group observes that, while disclosure of patent information is strongly encouraged as early as possible, the premature submission of Patent Statement and Licensing Declaration forms is not an appropriate tool for such purpose.

In cases where a contributor wishes to disclose patents related to technology in Contributions, this can be done in the Contributions themselves, or informed verbally or otherwise in written form to the technical group (e.g. a Rapporteur’s group), disclosure which should then be duly noted in the meeting report for future reference and record keeping.

It should be noted that the TSB may not be able to meaningfully classify Patent Statement and Licensing Declaration forms for technology in Contributions, since sometimes there are no means to identify the exact work item to which the disclosure applies, or there is no way to ascertain whether the proposal in a Contribution would be adopted into a draft Recommendation. 

Therefore, patent holders should submit the Patent Statement and Licensing Declaration form at the time the patent holder believes that the patent is essential to the implementation of a draft or approved Recommendation.”
The JVT chair noted (as also previously remarked on the JVT email reflector) that since we are at the completion of the MVC amendment project, it was suggested that if anyone needs to report IPR on that topic and has not yet done so, now would be a good time to file formal notices to the parent bodies for any patent rights that are believed to be essential to the implementation of the MVC extensions (not to mention any notices not previously filed relating to the new SVC profiles, AVC professional profiles, or other previous projects).
It is suggested that, to enable proper interpretation of such formal notices, the MVC amendment should be clearly identified in such formal notices. For example, as “ITU-T Rec. H.264 and ISO/IEC 14496-10 Advanced video coding (2007 Ed.) Amendment 1 (2008): Multiview video coding”. Notices pertaining to other efforts should be made with a similar degree of clarity of identification of the specific standardization work item to which the declaration pertains.
The chair invited participants to make any necessary verbal reports of previously-unreported IPR in draft standards under preparation and opened the floor for such reports: No such verbal reports were made.
2.2. Meeting opening and remarks by the chairmen

The meeting was opened at approximately 2:30 p.m. on Thursday 24 April 2008.

Participants were reminded of the importance of obtaining a JVT meeting badge (to ensure accurate attendance recording).

Document handling and other working practices were reviewed for the participants.
The top areas of contributions were MVC and errata reports.

At the opening session of the meeting, the JVT chairs reminded participants of the relevant IPR policy as described above, and reviewed the status and plans for the major projects under way in the JVT. The largest area of activity consisted of multi-view video coding (MVC) extensions of the ITU-T Rec. H.264 | ISO/IEC 14496-10 Advanced video coding (AVC) standard. SVC work was categorized as "phase 1" or "phase 2", depending on whether the work related to the recently-designed initial SVC amendment or to a potential future further SVC extension.

Documents were made available for download at http://ftp3.itu.int/av-arch/jvt-site/2008_04_Geneva.

The deadline was Friday 18 April 2008 for registrations and uploads.

A document template had been made available at http://ftp3.itu.int/av-arch/jvt-site/JVT-AAxxx.dot.  It contained important instructions and policy information.  Participants had been instructed to read it and use it as the basis of their contributions.

Opening remarks:

· IPR policy reminder

· Professional profiles – follow up work on reference software and conformance

· Scalable video coding (SVC) phase I – follow up work on reference software and conformance and collaboration with MPEG was needed on verification testing

· SVC phase II – work areas included investigation of bit depth, color gamut, and chroma format scalability and fine-granularity scalability

· Multiview video coding (MVC) was a major project underway, and constituted the topic of most contributions to the meeting
· Corrigendum work is needed, and was a major priority for this meeting
Further work and additional needs on the development, standardization, and maintenance of the base specification and the recently-completed SVC and professional profiles, and of associated reference software and conformance specifications was noted.
The chair remarked that there were few late document uploads this time, and that the submitted documents seem to be generally adhering to the JVT guidelines in terms of formatting, filenames, etc., which is a good development, although further improvement (particularly in the formatting conventions) is still needed. The JVT operating rules on that subject have helped.
2.3. JVT communication practices

JVT documents were available at http://ftp3.itu.int/av-arch/jvt-site.

These can also be accessed via ftp with the site name ftp3.itu.int, user ID avguest and password Avguest. Upon login, documents will then be found in the directory "jvt-site". Uploading of contributions is done by upload via ftp protocol to the "jvt-site/dropbox" directory using this account ID and password.

JVT email lists are managed through the site http://mailman.rwth-aachen.de/mailman/options/jvt-xyz, and to send email to one of these reflectors, the email address is "jvt-xyz@lists.rwth-aachen.de", where "xyz" corresponds to
· "experts" for general experts group discussions

· "bitstream" for bitstream exchange activities

· "svc" for SVC work

· "mvc" for MVC work

2.4. Scheduling and logistics notes

The attendance registration page for the meeting had been made available at

http://itu.int/cgi-bin/htsh/edrs/ITU-T/misc/edrs.registration.form?_eventid=3000005
Advance registration was expected for all participants and participants had been reminded of the need to be properly qualified to attend.  Interested parties had been instructed to contact the JVT management team if they sought clarification of what proper qualification entails or if they needed help learning how to obtain such qualification.

The meeting was held in Room C in the 2nd sub-basement of the ITU-T Tower building.

The badge distribution desk was at the ITU-T Montbrillant building entrance.

JVT document registration and contribution archiving followed ordinary JVT practices.

Requests to register documents were handled by email to Gary Sullivan (gary.sullivan@itu.int or garysull@microsoft.com).

The JVT contribution registration and upload deadline was Friday 18 April 2008.

Documents were available for download at http://ftp3.itu.int/av-arch/jvt-site/2008_04_Geneva.

The JVT meeting began at 2:30 p.m. on Thursday 24 April 2008.

The JVT meeting ended at 12:45 p.m. on Tuesday 29 April 2008.

This gave the JVT a total of 4 full meeting days, which is approximately the same amount of JVT meeting time that we had at the preceding meeting in Antalya.

The JVT work was suspended during sessions of ITU-T Question 6.

The WG 11 parent body had a joint meeting with SG16 on Sunday 27 April 2008.  The agenda for that joint meeting consisted primarily of topics other than video coding, so the work of the JVT was not suspended during that time.

Some “break-out group” (BoG) side activities and informal study efforts were conducted during the meeting. Documents produced by break-out group activities (if any) are listed in this report with the abbreviation “BoG” and are suffixed with "-B".

A contribution template JVT-AAxxx.dot for the JVT meeting had been made available on the JVT ftp site: http://ftp3.itu.int/av-arch/jvt-site/2008_04_Geneva. It contained essential information for JVT participants. Participants had been instructed to read it carefully, particularly if they planned to be submitting contributions to the meeting.

The document registration and upload deadline was Friday 18 April 2008 (the Friday preceding the meeting).
Note that the JVT has agreed that no late-uploaded (non-AHG-report, non-liaison, non-verification) contribution will be presented without having a minimum of 4 non-affiliated JVT participants from different organizations recorded by name as supporting the allowance of such a presentation, in addition to a consensus of the general JVT membership to allow the presentation. Additionally, the provider of a presented late contribution must send an email apology to the JVT email reflector.  Additional details on this topic are described elsewhere in this report.
2.5. Administrative documents
JVT-AA000 (Admin) List of documents of Geneva meeting

As listed herein in section 1.

JVT-AA001-M (AhG) [G. J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] AHG Report: Proj mgmt and errata

General project status was reported verbally as described above (see opening remarks).

Progress on corrigendum work was particularly emphasized (significant emphasis of this meeting).

Intent to achieve "Consent" and DCOR was expressed.

JVT-AA002-M (AhG) [T. Wiegand, K. Suehring, A. Tourapis, T. Suzuki, G. J. Sullivan] AHG Report: JM text, ref soft, bitstream, conf

No JM text progress

JM reference software has been very active, with substantial improvement.  Current version is 13.2.

File for conformance check functions added to software.

"Consent" [ref soft and conf]

JVT-AA003 (AhG) [H. Schwarz, J. Vieron, T. Wiegand, M. Wien, A. Eleftheriadis, V. Bottreau] AHG Report: JSVM text, S/W, conf

[insert notes]

I_PCM has decoder support

[check output doc availability]

JVT-AA004 (AhG) [A. Segall, T. Wiegand] AHG Report: SVC bit depth, color gamut, and chroma format

[insert additional notes]

JVT-AA005-M (AhG) [J. Ridge, M. Karczewicz] AHG Report: FGS applications and design simplification

No activity.

JVT-AA006 (Ahg) [H. Kimata, A. Smolic, P. Pandit, A. Vetro, Y. Chen] AHG Report: MVC JD & JMVM text & software

Need to plan w.r.t. branching of software for MVC vs. JMVM.

JVT-AA007 (AhG) [Y. Chen, S. Gao, H. S. Koo] AHG Report: MVC JMVM coding tools

[insert]

JVT-AA008 (AhG) [G. J. Sullivan, A. Rodriguez, S. Narasimhan] Splicing operation

[insert]

Question: MaxDpbSize?

"MaxDpbSize" ( "MaxDpbFrames"?

Related standards and draft standards:

ITU-T J.181 (cue message – for which an amendment is being worked on to enable codec type changes at splice points)

SCTE/ANSI DVS 714 (draft of "Stream conditioning" for splicing of H.264/AVC streams)

DVB TS 101 154 (video over H.222.0 | MPEG-2, DVB is working on extending this spec to support format/codec transitions, including splicing issues)

SCTE/ANSI 128 (approximately equal to H.264/AVC transport and video part of DVB TS 101 154, which is being deployed, and is being extended to support format/codec transitions, including splicing issues).

Other related standards

SCTE/ANSI 43 (H.262 / MPEG-2 video usage – adopted and in use)
SCTE/ANSI 54 (H.222.0 / MPEG-2 systems usage – adopted and in use)

Horizontal size changes tend to be supported in receivers more seamlessly than changes of other aspects.

Low delay mode HRD operation is typically not used in the broadcast applications, except for "still video".

These mandate fixed_frame_rate_flag = 1.

Maintaining timing relationships across splicing points is problematic.

2.6. Closing session notes

In the closing session there were no requests to reopen discussions of preceding agenda topics and side activities recorded elsewhere in this report.

The JVT thanked its ITU-T Q.6/16 parent body for hosting the 27th JVT meeting.
The JVT noted with regret the impending retirement of Sakae Okubo from his standardization chairmanship roles. The JVT expressed its appreciation for the leadership provided by Mr. Okubo in the field of video coding standardization and related technology development, including in particular his leadership role in the development of ITU-T Rec. H.261, which still stands today as the basic template underlying the design of all subsequent major video coding standards, and his role in the establishment of working practices for conducting such standardization development work.
The meeting was closed at 12:45 p.m. on Tuesday 29 April 2008.
2.7. JVT liaison communications and parent-body communications
The JVT did not receive liaison communications at this meeting.  However two JVT contributions were originated as WG 11 parent body National Body input contributions as discussed below.

JVT-AA010 / WG 11 M15312 (WG11 NB) [US NB to WG 11] USNB response to request for comments on proposed Common Profile

In response to Resolution 3.5.4 of the 83rd WG 11 meeting, the USNB to WG 11 supported the specification of the new "Common Profile" as described, subject to the understanding that this profile will be specified using the existing syntax in a backward-compatible way (i.e., profile_idc equal to 66 with constraint_set1_flag equal to 1) rather than using a new value of profile_idc.

Alternatively, the USNB to WG 11 supported changing the specification of the Baseline Profile by corrigendum action to remove the features that require setting constraint_set1_flag equal to 0. It was reported to be the understanding of the USNB to WG 11 that these features 1) may not be in actual use by encoders, 2) hinder the desire for a logical and maximally-interoperable profiling structure, 3) present difficulties in the design of decoders and 4) are not actually supported in a significant quantity of the decoders that are commonly characterized as Baseline Profile decoders.

It was indicated that either of the two approaches would be considered acceptable to the USNB.

Disposition recorded below in section discussing JVT-AA011.

JVT-AA011 / WG 11 M15330 (WG11 NB) [JNB to WG 11] JNB response to request for comments on proposed Common Profile

The JVT and video sub-group of WG 11 had requested the NBs of WG 11 to provide the comments on the creation of a new AVC "common profile" in the resolution 3.5.4.

The JNB of WG 11 indicated that there are plenty of content services and products based on the baseline profile with constraint_set1_flag equal to 1 in Japan.

The JNB of WG 11 advocated that if new profile is created, it must not affect such existing operational practices. 

The JNB of WG 11 advocated that the decision to create a new profile and the constraints on the parameters for a new profile should be carefully considered to avoid market confusion. The JNB of WG 11 suggested that, especially, if it is considered to change the specification of an existing profile, it should be asked not only to national bodies, but also to non-national body members, related standardization bodies and related industries officially in advance whether the change may cause any problem.

The JNB of WG 11 asked the JVT and the video sub-group of WG 11 to clarify the benefit to create a new profile.

Discussions and conclusions regarding suggestion to create "Common Profile"

Remark: What we do, if anything, should only be "cosmetic" – just adding a name without any change of technical content.

Decoder conformance claims (and clarification of actual product capabilities) was suggested to be the rationale for creating a new "Common Profile".

It was acknowledged that a number of external specifications currently specify something like "Baseline profile with constraint_set1_flag equal to 1".

Some members indicated that creating such a new profile might be somewhat confusing, since it may not be obvious to non-experts that "Baseline profile with constraint_set1_flag equal to 1" is the same thing as this new "Common profile".

Suggestion: We could call the new profile the "Constrained Baseline Profile".

Text was drafted in break-out activity and Agreed by the JVT for inclusion as corrigendum activity as follows:

"A.2.1.1 Constrained Baseline bitstreams and decoders

A bitstream can be referred to as a Constrained Baseline bitstream when profile_idc is equal to 66 and constraint_set1_flag is equal to 1.

A decoder is referred to as a Constrained Baseline decoder when it has the capability of decoding bitstreams in which profile_idc is equal to 66 or constraint_set0_flag is equal to 1 and in which constrained_set1_flag is equal to 1.

NOTE - All decoders conforming to the Baseline, Scalable Baseline, Main, Extended, High, Scalable High, High 10, High 4:2:2, and High 4:4:4 Predictive profiles are Constrained Baseline decoders."

Response to NBs: The NBs participated in determining the proper course of action on this topic, which resulted in the drafting of a new subclause A.2.1.1 for inclusion in a corrigendum activity as reflected in N9574.  Agreed.

3. AVC base specification, errata, and related topics

Four contribution documents related to errata issues were submitted for consideration at this meeting as discussed in this section. The general status of editing work on corrigendum editing was also reviewed and discussed. The JVT-Z210 output of the prior meeting had not yet been produced, and so the status of work at the end of the meeting was issued as JVT-Z210 (and as the corresponding DCOR text for ISO/IEC and AAP Consent text for ITU-T).
JVT-AA025 (Cor) [H. Schwarz (FhG HHI)] SVC errata

Item 15 – move the NOTE slightly to clarify scope of normative vs. NOTE content.

Items 19-23 reviewed in detail.

Heiko leading the drafting.

Filler data – plan to specify that NUT = 14 (prefix NAL unit) will (still) start a new access unit as it ordinarily would, a filler data NAL unit cannot be immediately preceded by a NUT = 14.  The layer to which the filler data belongs is the layer indicated in the last preceding NUT = 14 or NUT = 20.  Agreed.

Remark: If we had not prohibited redundant coded pictures in SVC base layers, there would have been a problem associated with the NUT = 14 causing the start of a new access unit.

Rewriting mode slice coverage issue – a macroblock is to be treated as belonging to the same slice even though it is not in the same slice in the enhancement layer under some circumstances. This may produce a strange prediction, but so be it. Agreed.

Remark: Hypothetically, later we can define an SEI message that asserts that the slices of the enhancement layer are complete, such that a lack of completeness can be detected as an error condition.

Additional similar issue discovered while fixing that – when constrained intra prediction is used in the base layer and the base layer block is coded in an intra prediction mode and there's a slice boundary in the enhancement layer and the macroblock is not covered by a slice in the enhancement layer, and the neighbor in the base layer could be intra and the neighbor in the enhancement layer is inter coded – the solution is to treat the macroblock as intra (which may produce a strange prediction, but so be it). Agreed.

Syntax of prefix_nal_unit_rbsp() – condition the whole thing?  condition presence of additional data on (slightly redefined) more_rbsp_data() result. Agreed.

more_rbsp_data() needs clarification. Agreed.

Number of motion vectors per pair of macroblocks – bounding across slices – apply constraint to consecutive macroblocks within a layer representation only (and not from one picture to the next) – text reviewed. Agreed.

Constraint on intra prediction sample use – a proposed solution was drafted and circulated in the "r1" version of the contribution – without objection. Agreed.

Additional item: Did we really want to prohibit arbitrary slice order (ASO) in the enhancement layers for scalable baseline profile? In addition to justifications previously discussed for ASO, some information was provided regarding the use of "tail slices" to aggregate together some small slices into packets. No opposition was expressed to removing the prohibition of ASO as a corrigendum action.  It was agreed to remove this prohibition.

JVT-AA038 (Cor 2.0/3.1) [Y.-K. Wang (Nokia)] SVC corrigendum items

Syntax element parsing type change adopted. Other items, asserted to purely editorial, are to be reviewed and resolved by the editors.

JVT-AA045-L (Cor 2.0/3.1) [D. Singer (Apple)] Sign error in two transfer characteristics equations

There is an error that needs to be corrected. Agreed.

Remark: Also avoid the decimal approximation.  Agreed – just use Max() function.

Contribution suggests "centralizing" the specification.  Not supported.

Other corrigendum topics:

Can picture timing SEI be used without buffering period SEI? Don't know – continue study if necessary to corrigendum work.

dec_ref_pic_marking_repetition – this one is repeating something that came before it in the same cvs, so there should not be a (conceptual) problem there. Agreed.

spare_pic – clarify that the picsizeinmapunits must be the same as in the currently-active sps and that there must be a currently active sps.  Agreed.

Sub-string issue: "spare_pic" is a subset string of "num_spare_pics_minus1" and "cpb_removal_delay" sub-string.

Consider the more_rbsp_data() (subclause 7.2) and NextMbAddress() typographical convention – this seems OK as one of these uses bitstream data and the other does not.

JVT-AA022 (Prop 2.2/3.1) [K. Kazui, A. Nakagawa, S. L. Bhavani, S. Kobayashi (Fujitsu)] Modification of decoding process for POC type 1

This contribution proposes approaches for dealing with picture order count (POC) type 1 in H.264/MPEG-4 AVC which are aimed at providing correct recovery of relative POC value in case of random access.

In this contribution, three methods are described as the candidates.

Remark: An encoder can choose to use POC type 1 rather than POC type 0.

Remark: Is the only issue here a matter of trying to do something to fix poorly-designed encoders?  Can encoders just do something less error-prone.

"Solution 1": If MaxFrameNum is an integer multiple of num_ref_frames_in_pic_order_cnt_cycle (e.g. if num_ref_frames_in_pic_order_cnt_cycle is a power of 2), there is not a problem.  However, the proposal suggests to change something in the standard for this case. Remark: That may be unnecessary.

"Solution 2": Restrict the use of recovery point SEI to a particular type of use and design decoders to expect that encoder behavior.  Remark: That would be a change to specification of an existing SEI message – we can't do that.

"Solution 3": Send syntax in a recovery point SEI message.  Remark: This would break the current design of that SEI message.  We would need a new SEI message (or something like that) instead.

Remark: We could add a NOTE to the section about POC to encourage decoders to infer a zero cycle position when the actual cycle position is unknown. And perhaps encourage encoders to put their random access points at zero cycle positions as a result of expecting this type of decoder behavior.  And perhaps encourage encourage encoders to use POC type 0 when random access functionality for the associated dependent decoding process elements is needed.

Various courses of action seem feasible.  Further study encouraged.

3.1. Information on rounding effects in AVC design

JVT-AA039 (Info) [S. Kamp, M. Wien (RWTH Aachen Univ.)] Error accumulation in motion comp in P and B slices

H.264/AVC uses bilinear interpolation for motion compensated prediction from 1/4 sample grid positions and bi-directional averaging in B macroblocks. In both cases, half-way cases are rounded away from zero. The effect of this rounding is an increased brightness (shifted hue) of the prediction signal. The rounding error can reportedly accumulate over several consecutive P pictures or within hierarchically coded B pictures. The correction of the accumulated error leads to an increased bit rate. While in H.263+ the rounding direction is signaled in the bitstream (see Q15-A035 of 1997), this issue has not been addressed in H.264/AVC. Some effects of the rounding error accumulation are illustrated in this informational document. For IbBbBbBbP coding using the VCEG common conditions, average bit rate savings of 2.4% are reported when bi-directional averaging in B macroblocks is performed using rounding towards zero. For IPPP coding using the VCEG common conditions, a bit rate savings of up to 9.4% was reported for Shuttlestart when coding sample inverted input sequences.
Adoption of the rounding proposed in JVT-C136 would reportedly have largely prevented this phenomenon in B picture rounding. It was unfortunately not adopted.

Remark: Weighted prediction (used well) could help.

It would be nice to get good functionality in the JM encoder to get around it.  Perhaps when encoders are designed with awareness of this, it is not so much of a problem.
Related documents recently reviewed in VCEG.

3.2. Potential future AVC enhancement technology

JVT-AA040 (Info) [S. Kamp, M. Wien (RWTH Aachen Univ.)] Multi-hypothesis pred with decoder side MV derivation (DMVD)

This document contains further results for decoder side motion vector derivation (DMVD) as previously presented in VCEG. During the DMVD process, a motion estimation process is performed at the decoder. Instead of determining just a single motion vector, a set of motion vectors can reportedly be derived at no additional matching complexity or bit rate. Using this set of motion vectors, multi-hypothesis prediction was integrated into P slices. Average Bjøntegaard bit rate savings ranging from 0.5% up to 19.2% with an average of 8.6% when using 8 hypotheses were reported for CIF and 720p sequences using the VCEG common conditions for IPPP coding. This scheme requires a sorting of the derived motion vectors by matching cost and adds complexity for averaging of the multiple hypotheses.
Other test conditions?  Didn't implement for P pictures – Does help significantly also in cases that involve B pictures even though only the P pictures are improved.

Remark: Rounding method may be part of the performance.

Further study is encouraged – parent bodies are suggested to take note – this may be relevant for VCEG KTA activity.

Software available? Not yet.

JVT-AA041-L (Info 2.2/3.1) [S. Sekiguchi, S. Yamagishi, K.Otoi, Y. Yamada (Mitsubishi Electric)] Additional results on magnitude-dependent adaptive motion vector coding

This contribution provides additional simulation results on the coding performance of adaptive coding of motion vector information depending on its magnitude, which was originally proposed in JVT-Z022. The objective of this exploration is to investigate a possibility of further coding performance improvement of the video coding standard that will be desired for future emerging digital video applications including 4:4:4 video, which should demand a higher compression ratio than AVC/H.264 to reproduce a high-quality signal at reasonable bit rate conditions. The proposed approach is to perform adaptive motion vector search that limits sub-pel accuracy depending on magnitude of motion vector, and derive efficient coded representation of motion vectors assuming the adaptive accuracy motion search. Additional results confirm the advantage of the proposed method by checking detailed statistics. This document also includes a discussion on the need of exploration for video compression targeting next-generation high quality video sources.

Test conditions not common.  CAVLC, IPPP only, 1920x1080 only, bigger QPs, some 4:4:4

Implemented in latest JM 13.2, which somewhat seems to have reduced the benefit.

Gain better on 4:4:4.  Overall minor gain although seems to help on some sequences. Perhaps 3% overall on the three tested 4:4:4 sequences.  Up to 8.4% savings.

Applying it adaptively (on/off on individual pictures and setting of parameter values) seems likely to provide larger gains.

Suggestion: Apply the idea just to MVD instead of applying it to the final MV.

Remark: May depend on degree of object motion and whether there is strong texture on the moving objects.

Some gains on chroma reported.

Presentation? Have (just) uploaded.

Proponent suggests emphasizing high quality video (high res, high bit depth, high frame rate, high chroma sampling formats) in future exploration activities.

Further study is encouraged and the parent bodies are suggested to take note.

3.3. Non-normative AVC encoding technology

JVT-AA026 (Prop-NN 2.2) [M. Karczewicz, Y. Ye, P. Chen (Qualcomm)] R-D optimized quantization

In this contribution, a rate-distortion optimized quantization scheme is introduced. An implementation of H.264 macroblock level R-D optimized delta QP is also provided. Together these two encoder-only changes can reportedly achieve an average 6.5% bit rate reduction under the VCEG KTA common testing conditions (except accidentally coded too many frames for 720p sequences).

For IPPP configurations, less gain was found.

Reportedly within about 0.2% of more complex more optimal technique.

The reported gains are relative to the already-adaptive quantization technique as described in JVT-N011.
Had been implemented in VCEG KTA software; has started porting to JM 13.2.  Results so far are indicated to achieve 5.8% and are expected to get somewhat better due to incomplete implementation of delta QP aspect.

Speed results – slower by 10-20%.  This is due almost exclusively to the delta QP aspect.

If the delta QP aspect were not included, the gain for IPPP would be about the same, while the gain for cases with B pictures would be substantially reduced – roughly 4% overall bit rate reduction instead of 6.5%.

Remark: Chroma performance may be suffering – but proponent indicates that they did not apply their techniques to chroma, although Dolby has begun to do that. (Actually, also the JVT-N011 technique had actually been turned off in the experiments.)

See additional notes below in discussion of JVT-AA027.

JVT-AA027 (Info) [L. Liu, A. M. Tourapis (Dolby)] R-D optimized quantization in the JM sef software

Background history described.

Presentation: Will be uploaded.

Ported the functionality into the (most recent not-yet-released) JM software, while providing further improvements into the software.

Gain may reportedly be more objective than subjective for the R-D optimized quantization technique.

Has not yet integrated with CAVLC.

Keeping an eye on the chroma fidelity was recommended.

Some bugs – implementation work preliminary, although promising overall.

Tuning of Lambda also noted.

Support for 4:4:4 included.

JVT decision: Adopted into JM.  The work is welcomed and Qualcomm and Dolby are encouraged to coordinate to fully integrate the functionality into the JM (e.g. including CAVLC functionality) and are thanked for their contributions.

JVT-AA029 (Prop-NN 2.2) [M. Li, Y. Chang, H. Yang, J. Huo (Xidian U.), S. Lin, S. Gao, L. Xiong (Huawei)] Frame layer rate control for H.264/AVC with hierarchical B frames

The coding performance of H.264/AVC is improved when the hierarchical B frames are usded. However, the existing rate control scheme in H.264/AVC, which are mainly used to IPPP or IBBP coding structures, reportedly does not work efficiently for this coding structure. In this contribution, a frame layer rate control algorithm for hierarchical B frames was proposed. Firstly, the target bit budget for a group of pictures (GOP) is determined based on the available channel bit rate and the buffer status. Then the GOP layer target bit budget is allocated to each temporal layer (TL). The frame layer target bit budget is determined by the following factors: TL layer bit budget, available channel bit rate, coding frame rate, buffer fullness and the information of the previous coded B frames in the same TL. Subsequently, the quantization parameter (QP) for coding the current B frame is calculated by a quadratic model with different model parameters for different TLs. Then the QP is further adaptively adjusted according to the usage of the target bit budgets. Experimental results reportedly demonstrate that when the proposed rate control algorithm is applied to the coding structure with hierarchical B frames in H.264/AVC, the actual coding bit rates can match the target bit rates very well, and the encoding performance is also reportedly improved.
Discussion:

More bits were allocated to the pictures that are referenced more in the hierarchy.

An ability to very closely match to the target bit rates was reported.

Test was relative to QP being the same in I, B and P pictures.

Software was an older version (version 10.2) – there has been some consideration of picture hierarchy put into the software.

Testing was mostly on relatively short sequences.

Starting QP was according to anchor conditions – same first picture coding.  Suggestion to remove first GOP.  Does the scheme support determining the QP for the first picture? Did not work on that – there is a scheme for determining that in the current software.

Since our software now has an ability to perform better in these kinds of scenarios, due to enhancements developed since JM 10.2, it is not clear what this contribution could add relative to our current software capability.

There is reportedly a CSVT January article about first QP selection problem – and in SPIE 2004.

Unclear what we can conclude relative to current JM algorithms and capabilities.

Further work on rate control technology is encouraged.

4. Scalable video coding (SVC)

4.1. SVC bit depth and chroma format scalability
JVT-AA023 (Prop 2.2/3.1) [Y. J. Chiu, L. Xu (Intel)] Adaptive filter for SVC bit depth scalability

(Saturday)

This document presents an adaptive (Wiener) filtering scheme for SVC bit depth scalability. The proposed scheme improves the coding efficiency of SVC bit depth scalability by predicting the pixels of the high bit depth video in the enhancement layer by the utilization of the adaptive (Wiener) filter on the output of the inverse tone mapped pixels of the reconstructed pixels of low bit depth video in the base layer. The proposal was reportedly implemented onto the JSVM software and an improvement was reportedly observed on the average of 9.10% (QP_Enh = QP_Base) or 7.51% (QP_Enh = QP_Base-6) in BD_bitrate and 0.38dB (QP_Enh = QP_Base) or 0.47dB (QP_Enh = QP_Base-6) in BD_PSNR with the scenario of the common test conditions of QP_Enh=QP_Base & QP_Enh = QP_Base – 6 (QP_Base=12, 17, 22, 27, 32) and PictureSize_Enh=PictureSize_Base on the common test clips such as Viper, SVT and the 12bit clips. A proposed syntax supporting this proposal was provided.

Concept is to optimize non-separable 2D (7x7) Wiener filter coefficients to minimize the residual between inverse tone-mapped base layer and enhancement layer. Filter coefficients would be conveyed in slice header (different for luma and chroma).

Did not investigate separable filters (which would have much less complexity).

Gain appears to be mostly at high rates.

Hardly any gain was shown on on SVT sequences (that are noisy). The interpretation suggested by the proponent was that gain is primarily possible in “clean” sequences, where the filter might correct some deficiencies of the tone mapping. 

Refers to several prior related contributions:

· JVT-V078 for tone mapping.

· Block-based scaling JVT-W113 and JVT-X075

· Left shift scheme JVT-U049.

· Wiener filter ITU-T SG16 C402, ITU-T SG16 C437.

Proposes adaptive Wiener filter. Also proposes modification of tone mapping LUT.

Significant improvement reported under some test conditions.

Formation of an AHG or CE was suggested by the proponent.

Discussion: How can we understand the actual benefits of bit depth scalability? We don't even have an ability to view high bit depth video at our meetings.  The bit rate requirements and other application requirements seem unknown.  There may be some relationship with wide gamut display.  How much better does 10 bit video look than 8 bit video?

Plan: Continue the AHG, but we need more to happen on this topic.

4.2. SVC Conformance

JVT-AA043 (Draft) [V. Bottreau (Thomson), A. Eleftheriadis (Vidyo)] SVC conformance testing

Status reported – a substantial number of additional anticipated bitstreams are not yet available.

Software ( supposed to go to FPDAM at this meeting.

· Approx. 1/3 of all bitstreams ready, but not tested yet

· 5 bitstreams withdrawn that are not urgently needed (overlap functionality with others) 

· Produce Study of FPDAM from JVT-AA043, removing these

· FDAM will be in July, plan to provide and test all bit streams before, potential editing period for FDAM would provide possibility for correcting any errors.

4.3. SVC JSVM software coordination

The status of work on the SVC JSVM software was reviewed as follows.  Volunteer efforts to address these issues are strongly solicited.

Required JSVM software improvements:
· I_PCM macroblock mode, in particular in combination with SNR scalability (enhancement layer on top of I_PCM) – basic software implementation exists, but is disabled in encoder

· Long-term pictures in decoder and encoder. At encoder side, hierarchical prediction structures using long-term pictures (in order to minimize required DPB size)

· high-delay hierarchical P pictures, inter-layer prediction from P to B pictures (Scalable Baseline profile) [Heiko]

· Scaling matrix support, in particular for SNR scalable configurations (with tcoeff_level_prediction_flag equal to 0 and 1) – basic implementation of scaling matrices exists (default scaling matrices), but hasn't been checked for SNR scalability

· SNR scalability with Mbaff frames

· support of field pictures in encoder (+ check decoder for scalable configurations)

· checking of level constraints in encoder & decoder

· decoder support for AVC rewrite mode in connection with incomplete layer representations (as adopted at the Geneva meeting in April 2008) [Andrew???]

· other corrections that were adopted at the Geneva meeting in April 2008
Further software improvements:

· error detection & concealment (without the restriction to two layers and fixed prediction structures that was found in the previously implemented version)

· general improvement of encoder structure, including

· using same functions for P and B pictures ("key" and "non-key" pictures)

· using same functions for "slice mode"

· using same functions for "IROI"

· combine "motion estimation", "motion compensation", and "residual encoding"

· support of more flexible encoder configurations, including

· GOP structures with non-dyadic prediction structures

· combination of MGS and CGS coding

· higher flexibility of "MGS vector mode"

· support of slice data partitioning (???) – was recently requested on the reflector

· update and improve software manual
5. Multi-view coding (MVC)

5.1. Contributions on current draft MVC normative content
JVT-AA020 (Prop 2.2+2.2.1/3.1) [Y.-K. Wang, M. M. Hannuksela (Nokia), Y. Chen (Tech. Univ. Tampere), J. Luo, P. Yin, C. Gomila (Thomson)] MVC HRD and bitstream restriction

This document proposed the following: 1) a changed MVC HRD process that specifies output of more than one view, 2) signaling of HRD parameters in a manner asserted to be similar to SVC, and 3) signaling of bitstream restriction parameters in a manner asserted to be similar to SVC. Background motivation for the proposals and draft specification text changes were provided as an attachment.

Claim: Current spec describes outputting one view and says to repeat this for all views. However, for HRD specification it is asserted that this cannot be done this way: It may reportedly be necessary to decode views that are not used for output in one-view case, but in the case of outputting multiple views, it is not actually necessary to perform decoding several times, such that buffers could be shared.

Proposal: All coded components from the same access unit (i.e. same output time) are removed from CPB at the same time. This would imply that all must have the same decoding time and the same output time. 

Question: Does this fit with slice dependencies, e.g. P and B in inter-view prediction. “Instantaneous decoding” assumed. Also, all views of the same access unit are output at same time.

Way of signaling: For base view new SEI message (VUI, similar to temporal base layer in SVC), for other views MVC VUI is proposed (corresponding to SVC VUI extensions)

The current JD only has HRD parameters for the base view. That is clearly not adequate.

A difference with SVC is that MVC is, in fact, multi-loop decoding, where it is necessary to wait for the completion of decoding the reference view. The DPB in SVC and MVC are also quite different.

Question: Why is it necessary to specify output of multiple views? Need by application (such as stereo displays) may not be an argument. The HRD is only a model for bitstream constraint purposes.

Currently, there is no means in the spec to share CPB resources between different decoded views.

Question: Do the view dependencies change over time? Yes, but that should not be a major problem.

The dependency tree could be used to determine the resources that are needed for the case of multiple-picture output.

There is general agreement to the requirement that MVC needs to enable decoding of multiple views (from the application perspective, although the extent to which this behavior needs to be specified in the text is not entirely clear).

Two possible solutions: Each target view could have its own set of HRD parameters 

· including all views that it depends on (which would lead to overhead when there are overlaps in the dependency tree)

· accumulative over the dependency tree (questionable whether this would work)

Starting assumption for purposes of discussion: Initial CPB removal delay and DPB removal delays must be same for all views. All views belonging to one AU are output at same time. 

Question: Is it necessary (or desirable) for initial CPB removal delay to be the same for different views? 

If CBR coding is used and removal delay is equal for the views, it may be possible to determine buffer sizes by accumulation. Remark: Even for CBR, it is only piecewise constant.

Remark: Views of one access unit should not be of different picture type, in terms of referencing and decoding/output order characteristics.

It is hardly possible to express individual HDR parameters for all possible combinations of views – a combinatoric problem.

Possible solution: Establish “stack” of buffer constraints that need to be obeyed by the encoder (imposed by the encoder itself) and accumulated for each dependency level (depending on what the actual view dependency configuration is). 

As it is not possible to express all combinations of views, the encoder could select a feasible set of views for which the HRD parameters are expressed. This expressed set could be somewhat limited because the view dependencies typically follow a hierarchy. Beyond the example given by Ye-Kui (two chains of P predictions each of which depends only on the base view), it would be necessary to investigate other dependencies such as old-fashioned B and hierarchical B.  Temporal subset expression capability may be desirable.

Needs more study, further discussion was conducted in breakout. 

Remark: The number of potential subset combinations could become large.

Remark: Combining the concepts with signals for temporal subsets can make the number of combinations problem worse.

Remark: It would be desirable to find a way to determine appropriate properties of the bitstream without requiring signaling explicitly for each possible combination would be desirable.

Remark: We could try to combine the two approaches – have a method of inference of properties and also support explicit signals.  However, this may be excessive – from an application perspective, the main goal is to establish some capacity that a decoder must support and constrain the bitstream to fit within that total constraint (if it also fits within some lower constraint, that is not necessarily very important to know).

For further study – to be resolved by July.

JVT-AA021 (Info) [A. Vetro (MERL), G. J. Sullivan (Microsoft), S. Narasimhan (Motorola)] MVC comments on JD

This document presented several technical comments on the JD6 of MVC. In particular, it was asserted that the current specification of levels needs to be reconsidered so that decoding and memory resources are not dependent on the number of views. Also, the order of NAL units, the HRD model and random access decoding must be defined to accommodate the transport of MVC.

a) Level definition (frame buffer constraint) should not depend on number of views. New formula is presented. Agreed that resource requirements should not depend on number of views – adopt new formula for max_dec_frame_buffering and revise other level limits accordingly. Question: Is limit of 16 for max DPB reasonable? Determine whether the number is counted per view or total – Address in breakout.

b) Specify order of NAL units (to guarantee decoding order), base view still compatible with current spec. – Agreed, text to be worked out

c) Specify HRD capabilities separately. This may depend on operation, e.g. when views are selectively decoded (which picture needs to be deleted when). See additional HRD discussion above in section on JVT-AA020.

d) Random access to non-base views in cases when they can be independently decoded (can perhaps be done in systems specification).

JVT-AA046-B Break-out activity coord Vetro.

Break-out activity report

non-base views use subset SPS

view dependencies the same for all subset sps's

activation similar to svc

level_idc: in the subset sps, use the value required for decoding the target view (relates to HRD discussion)

for multiple target views, suggest use view scalability info sei to put 

Question: why not put combination hrd params there too?  discussed – may be a good idea.

Alternatively, could put a level_idc in the subset sps's that is capable of the entire bitstream (but this is not the approach we took in svc when considering some dependency structures)

num_ref_frames – should it include inter-view reference pictures needed for the target view?

The sliding window runs only temporally (it does not count inter-view references). num_ref_frames determines its size.

Detection of first vcl nal unit base on view id and view order index and ordinary AVC conditions.

Recommend adopting items 11 and 12 of JVT-AA033.

HRD – two approaches under consideration – resolve next time.

Inter-view-only reference picture is not stored in the DPB but is included in reference picture list construction and reference picture reordering process.

Sub-bitstream extraction process for multiple targets is the union of that for individual targets.

Does an independent AVC base layer bitstream need to be extracted in the extraction process? Depends on final HRD definition.

Profiles & levels definition open (MaxDPBSize, etc.) – no contributions!

Remark: Need multi-company contributions with description of application requirements

Remark: The intended profile need seems reasonably clear relative to current High profile.

It was agreed to record in our meeting report that we request input to finalize our understanding of the MVC profile/application needs.

The limit of 16 on num_ref_frames? See discussion below.

Do we want to have a concept of a profile and level that includes a multiple view output capability X?  Yes (as a decoder conformance property, not necessarily a bitstream characteristic property).

A bitstream for which all the view components in the bitstream can be output by a decoder of capability X can be referred to as a "class X" bitstream.

Do we have syntax that expresses the class to which the (entire) bitstream conforms? Yes – but only in an SEI message.  Let's change that – let's do this:

· There are two syntax things in the subset SPSs

· One of them specifies a "class" of decoder output capability for output of the entire bitstream

· The other specifies a "class" of decoder output capability for output of one target view (decoding the subset of the bitstream that will be extracted by the extractor for that target view) and all other views it is dependent on.

· Other combination subsets can be expressed in an SEI message

Suggestion: Specify only as a matter of output of all pictures in entire bitstream (analogous to SVC specifying only output of top layer), envisioning that an extractor is used to create subsets as necessary.

For further study to finalize in July.

JVT-AA033 (Prop 2.2.1/3.1) [Y.-K. Wang (Nokia), Y. Chen (Tech. Univ. Tampere), M. M. Hannuksela (Nokia)] Comments to MVC JD 6.0

This contribution provided some editorial and technical comments to MVC JD 6.0 as reflected in JVT-Z209. Proposed editorial changes and proposed changes reflecting some of the technical comments were provided in an attachment. Changes were marked relative to the JD text. Itemized sections in document are discussed below.

1) Slice header syntax – IDR signaling : Agreed.

2) Need text for order and activation of PPS, SPS and VCL NAL, as well as detection of first VCL NAL unit. Agreed (See above discussion of JVT-AA046 for further detail)

3) Propose to remove constraint_set4_flag, which is used to signal that profile does not use interlace. Keep as is.

4) Propose to fix inconsistency on pictures stored in DPB: Agreed that text needs clarification, (See above discussion of JVT-AA046 for further detail)

5) Output view signaling –related to HRD issues (was certainly written assuming single-view output) – discussed in breakout. See additional HRD discussion above in section on JVT-AA020 and in discussion of JVT-AA046. This topic remains open to be resolved by July.

6) Related to HRD – see item 5.

7) Bug fix in NAL unit header SVC MVC extension (adding 3 bytes at end): Agreed 

8) Differential coding of view dependency does not give much advantage. Not adopted.

9) max_num_view_dep - do not use this parameter for level constraint. Agreed to remove.

10) Apply decoding process for POC independently for each view (minor fix), Agreed 

11) Recognized that, in cases of view discarding, the reference picture list must be modified at the decoder. Further discussion held in breakout group. See above discussion in section on JVT-AA046.

12) Definitely the first sentence should be removed. Discussed in breakout whether it would be appropriate to introduce a special initialization for anchor picture or leave it by using RPLR. See above discussion in section on JVT-AA046.

13) Propose specifying sub-bitstream extraction for more than one target view. Further discussed and text issues explored in breakout. See above discussion in section on JVT-AA046.

14) Need to assign SEI payload types for SEI messages in Annex H: Agreed.

Break-out activity coord Vetro. (see above discussion in section on JVT-AA046)

5.2. MVC supplemental information

JVT-AA037 (Prop 2.2.1/3.1) [Y-K. Wang (Nokia), M. M. Hannuksela, Y. Chen (Tech. Univ. Tampere)] Support of redundant pictures in MVC

This contribution proposed allowing the presence of redundant pictures in the non-base views of the Multiview High profile, specified in MVC JD 6 in JVT-Z209. It was claimed in this document that redundant pictures can be used for improved error resilience and certain MVC to H.264/AVC transcoding scenarios. MVC to H.264/AVC transcoding can reportedly be used by servers or gateways (a.k.a. media-aware network elements), when some recipients are capable of H.264/AVC decoding only.

Proposal: Allow usage of redundant pictures. As inter-view prediction is mainly useful at anchor pictures, the redundant picture may be used to replace an inter-view B picture in a transcoding scenario.

Remark: This assumes that the desired monoscopic view is not the base view. Which are the applications that actually need this? 

Remarks: It appears that this could be better and more efficiently done by simulcast. Furthermore, the Intra picture in the proposed scenario would not exactly match the B picture, such that drift would occur in the view.

Using redundant pictures for transcoding would need to go deeper than the NAL unit header, such that the transcoding at media gateways would not be trivially simple anyway.

High profile would not allow redundant pictures, such that the baser layer would not support it.

Discusses a "rewriting" approach to the use of redundant pictures.

Some mismatch involved.

Less efficient than simulcast?  Yes, in terms of server storage.

Is there an interoperability issue here?  Is this architecting the internals of a proprietary system (which is unnecessary from our perspective)?

Transcoding seems like a not very strong argument for this.

Also proposes a more conventional loss resilience use of redundant pictures.

Remark: Redundant pictures would be prohibited in the base view.

Remark: Seems like overdesign to attempt to add support for this, and strange to allow it only in the non-base views.

Contribution noted.

JVT-AA034 (Prop 2.2.1/3.1) [Y.-K. Wang (Nokia), Y. Chen (Tech. Univ. Tampere), M. M. Hannuksela (Nokia)] Non-required view component SEI for MVC

A new SEI message for indication of non-required view components was proposed in this contribution. With the proposed SEI message, it was asserted that a communication system using MVC can avoid transmitting, decoding and buffering of the non-required view components. The "non-required view component" term refers to a view component that does not affect the reconstruction of the views to output. Typically a non-required view component is not used for inter-view prediction but may be listed as dependent on by the views to decode according to the view dependency information included in the sequence parameter set MVC extension and may have inter_view_flag equal to 1. A non-required picture does not affect the decoding process of the current and future pictures in the current view and other target output views. This SEI message was proposed earlier in JVT-W039 within the context when inter_view_flag was not present. It was assertted that this SEI message is still useful within the new context with the presence of inter_view_flag.

Similar to “non-required layer representation” SEI message in SVC. 

Syntax element name “voi” should not appear in other syntax element name “voi_delta_minus1”. Various textual modifications as in revision 1.

Concept previously proposed in San Jose meeting.

Asserted to be similar to the non-required layer representation SEI message.

Remark: The ordering of views within all access units is required to be the same.  Why?  If that was not required, then the order could be used to determine dependencies.  Reply – this might destroy the method that has been established for determining the detection of the first VCL NAL unit of the PCP of the access unit.

Adopted as amended during meeting discussions, to be reflected in uploaded revision (showcase to be provided).

JVT-AA035 (Prop 2.2.1/3.1) [Y. Chen (Tech. Univ. Tampere), Y.-K. Wang, M. M. Hannuksela (Nokia)] View dependency change SEI and operation point not present SEI for MVC

In this contribution, two SEI messages for MVC were proposed, specifically a "view dependency change" SEI message and an "operation point not present" SEI message. It was asserted that the proposed view dependency change SEI message could be included in the bitstream e.g., when some of the views are no longer needed for inter-view prediction while the same views were needed for inter-view prediction in earlier access units in decoding order. When there are changes in network conditions, e.g. reduction of bandwidth or increase of packet loss, a server or a media-aware network element may reportedly need to "thin" the transmitted or forwarded bitstream in the middle of a coded video sequence. Consequently, it was suggested that some operation points defined in the view scalability information SEI message might no longer be present in the transmitted or forwarded bitstream. It was asserted that the proposed "operation point not present" SEI message could be used to indicate such changes. It was further asserted that the operation point not present SEI message could also be used to indicate a switching of operation point to the receiver. These two SEI messages had been previously proposed in JVT-W038, with the JVT decision being to consider in a later stage of MVC standardization. 

Similar to “layer dependency change” and “layers not present” SEI messages in SVC. Some concerns were raised on whether they are as important for MVC as they had been considered for SVC.

Technically the proposal has following issues:

· Should observe the typical convention of permanent SEI messages: specification of refresh period, potential mechanism to cancel

· Problem could be that SEI message is not self-contained – information from SPS parsing is needed, while the SEI message could in principle be parsed before the SPS.

NOTE – The latter deficiency most probably also applies to the parallel decoding SEI message of MVC

We need to check all SVC and MVC SEI messages for consistency with both issues (Ye-Kui volunteering to do this)

Various wording improvements were recorded during meeting discussion, to be reflected in a revision 1.

Previously proposed in San Jose meeting.

Asserted to be similar to the "layer dependency change" and "layers not present" SEI message.

Question: Why not just start a new coded video sequence?  Proponent: Coding efficiency, and we have analogous SEI for SVC.

Remark: MVC seems like less of a dynamic, unpredictable environment than SVC, so these SEI messages may not really be as useful here as they would be in that context.  Proponent: But we have specified anchor pictures that are not IDR pictures.

Question: Why not use the scheme proposed in JVT-AA034.  Proponent: This scheme has persistence.

Question: Why is this scheme not using the "cancel flag" or "repetition period" persistence concepts? This should be worked out in the editing process.

Remark: Is it OK for the parsing to depend on the content of the SPS? (There may be more SEI messages that have this problem.)

Remark: What if this is the first access unit of the coded video sequence?  This case should be specified.

Remark: The parallel decoding SEI message has an SPS ID in it.  That seems questionable.

Remark: We have a general editorial maturity problem in the MVC text.

2nd SEI message in proposal.  Lets decoder know that changes in bitstream characteristics are intentional as opposed to being due to data loss.

These two SEI messages adopted as amended, to be reflected in uploaded revision (showcase needed).

Editorial hint: An em-dash can be generated by Control+Fn+P (or on numeric keypads by Control and numeric keypad minus).

5.3. MVC enhancement by combination with SVC

JVT-AA044-L (Prop 2.2.1/3.1) [M. M. Hannuksela (Nokia), Y. Chen (Tech. Univ. Tampere), Y.-K. Wang (Nokia)] Scalable multi-view video coding

This document proposes a change to the NAL unit header extension design in MVC JD 6 (JVT-Z209) to enable a backward-compatible future extension of MVC to scalable MVC (namely SMVC), wherein each view can be coded in a scalable fashion using SVC features. The proposed NAL unit header extension consists of the three-byte SVC NAL unit header extension, and an additional two bytes including the MVC NAL unit header extension syntax elements that are not present in the SVC NAL unit header extension. It was suggested that the SVC syntax elements that are not required by the current MVC draft can also be specified as reserved bits. Background arguments were provided regarding how SMVC could be useful. The syntax and semantics of the proposed NAL unit header were provided.

Asymmetric coding (one view with less quality) could be achieved by using CGS.

Proposal to spend 6 bytes seems to be overdesigned.

Would it be better solution to send the MVC bytes first and SVC bytes afterwards only when needed? In this case we could leave the MVC header as it is now, because it is extensible anyway; rather wait until the problem is better understood. New profile would be needed anyway.

Note: There may be an issue of compatibility if the base view shall also be scalable and be decodable by conventional SVC decoder.

Example: Spatial asymmetric coding.

Remark: If we switch the order of the proposed syntax, we can use the reserved bits as an indicator of the presence of the additional SVC header data – the hook to enable this application is already there.

Proponent: But the base view can't be decoded by existing SVC decoders.

Remark: Seems like overdesign.

Contribution noted.  Our plan is just to use the existing "hooks" in the future to specify such combinations if/when the application needs become clarified in the future.

5.4. MVC enhancement by enabling simple transcoding to AVC

JVT-AA036 (Prop 2.2.1/3.1) [Y. Chen (Tech. Univ. Tampere), Y.-K. Wang, M. M. Hannuksela (Nokia)] Support of lightweight MVC to AVC transcoding

It was asserted to be desirable to support users with H.264/AVC decoders in multi-view video services, e.g., to enable a phased introduction of a service. Even though H.264/AVC decoders can always decode the base view, it could be nice to let users to select a view of interest for H.264/AVC decoding and conventional 2D displaying. To support this, transcoding a non-base view from an MVC bitstream to an H.264/AVC bitstream could be useful. In this contribution, encoding constraints that enable lightweight transcoding to H.264/AVC are presented. New syntax elements were proposed to be added into the view scalability information SEI message to support the indication of transcoding methods and the characteristics of transcoded bitstreams.

Constraint: Inter-view prediction only applied at anchor pictures. Then, the pictures that are needed as reference for the respective view are transmitted in the AVC stream as non-displayed pictures (contributor claims that could be done by using the frame-freeze SEI message)

Remark: SEI messages do not establish normative decoder behaviour, so would this approach work? 

Another approach could be to set the output time of the frames after the GOP, so they would never be displayed. Even then, this would probably incur more problems with the decoding speed, buffer management etc.

Many unclear issues in  the concept for both proposed methods 1 and 2. How is the bit rate determined? What does average bit rate exactly mean? What exact purpose does it serve?

Contribution noted, not adopted.

Refer to corresponding part of “scalability info” and “subsequence layer” SEI messages of SVC where the rewriting part is similar in spirit. Eventually add a note there.

If there is no inter-view prediction, what do you need an SEI message for?  Proponent: Average and maximum bit rates.

Remark: "Transcoding method 1" may violate the speed capabilities or DPB storage capacities of the decoder.

There seems to be various questions about the actual viability and practicality of the suggested approaches and whether this proposed SEI message is very useful to enable them.

Remark: Any SEI message that has a scope/persistence that persists beyond the coded video sequence in which it appears is very problematic.  The scalability information SEI message may have an issue here. Perhaps, for example, we should put a NOTE of caution about use of such messages. Include checking for this in ongoing errata work.  Agreed.

Remark: In subsequence layer characteristics SEI message (and anywhere else that we notice this), the word "sequence" should be changed to "coded video sequence". Agreed.

5.5. MVC enhancement by JMVM coding tools

JVT-AA028 (Prop 2.2) [S. Gao, S. Lin, Y. Liu, L. Xiong (Huawei)] Comment on Motion Skip

Motion Skip mode was adopted into the JMVM to improve the overall MVC coding efficiency. Because there is a highly similarity in terms of motion between the neighboring view, the motion skip mode allows to use motion information of the previously coded inter-view pictures. In the current method, inter-view reference pictures are selected according to the view dependency which is defined in SPS MVC extension. This contribution presents a method on defining view dependency of non-anchor pictures for Motion Skip. One flag is added in the SPS to indicate the view dependency of non-anchor picture used for inferring motion information only from neighboring view for Motion Skip mode. The proposed method will not affect the current prediction structure as well as DPB management and reference picture list. In addition, Motion Skip mode can be utilized as much as possible under current prediction structure to improve the MVC coding efficiency.
Tested in JMVM 7.0.2 (the current version) context.

Approach to enable usage of motion skip for P views. Reportedly gives a gain of 4.15 % BR reduction relative to current JMVM when testing of 7 of 8 test sequences without Flamenco (where it cannot be used due to camera configuration). For Flamenco no gain, therefore overall gain in BR should be 7/8*4.15%.

Overall gain of all JMVM tools plus the proposed tool compared to JD over all 8 sequences is about 11.7%  BR / 0.5 dB PSNR (previously the gain was 9 %).

Overall increase in complexity appears low when all views are decoded. However in cases where only selected views are decoded, there could be an additional chain of dependencies where motion information needs to be decoded for non-anchor pictures which would not be the case when motion skip is restricted to B views.

If tested on the subset of test sequences that will benefit from the technique, about 4% benefit reported.
Question: How much savings overall if all test sequences included?  Still about 4%.

Current JD relative to current JMVM, we think is about 9% savings.

If this tool were adopted the reported savings would be about 12%.

(The gains from this may be a little smaller when IC is used than when it is not.)

The increase in decoding complexity? Asserted to be very small if decoding all views.  However, in terms of decoding a particular target view, there is a new cascade of motion dependencies for non-anchor views.

Remark: If anchor and non-anchor pictures have different dependencies, there may be some issue.

JVT-AA030-L (Info 2.0/3.1) [D. Tian, P. Purvin (Thomson)] Verif JVT-AA028 Comment on motion skip

This document intends to provide a cross verification of JVT-AA028 "Comment on motion skip" by Huawei. Thomson reported that they received the revised verification package on April 24th, 2008 and completed the verification on the same day. The PSNR and bitrate of the proposed method in JVT-AA028r1 were reportedly verified.
The source code was checked carefully. Some problems were noted in the source code.

Results verified (late). Source code checked, some comments made. Implementation not made for single-loop decoding; configurations where the view dependency changes between anchor and non-anchor views are currently not supported.

Remark: There may be different results in breakdancers in some of the MVC experiments because people may have been using different RGG-YUV conversion.

Remark: Don't need the flag in single-loop decoding – just use the dependency tree.
JVT-AA031 (Prop 2.2/3.1) [Y.-J. Jeon, B.-M. Jeon (LG)] High level syntax for motion skip mode

The current MS (Motion Skip) mode in JMVM is applied to the non-anchor pictures of the views that have non-anchor view dependency represented in SPS, so-called B views. However, since every view has its own motion information from decoding process, MS mode can reportedly obtain increased coding efficiency if motion information of the views that do not have non-anchor view dependency, so-called P views, is allowed to be used for MS. This contribution proposed to introduce a view dependency map for MS mode into the SPS to enable MS mode in P views as well as B views. In addition, MS would now operate according to the new MS view dependency, not the non-anchor view dependency of SPS any longer. The proposed method reportedly does not change other decoding process and DPB management in the current JMVM because the motion information of P and B views in an AU are saved in the temporary buffer as mentioned in JMVM. 
In comparison to simulcast H.264/AVC, JMVM 7.0.2 with the proposed method reportedly achieves about 30 % bit rate saving on average without Uli sequence when JMVM common test conditions are used.
Question: In comparison to a reference point that has some actual relevance to the proposal, what is the performance difference? Ans: 11.6 – 8.5 = 3.1%.  And without "cherry picking" of source sequences? A little less.

The idea is similar to that in JVT-AA028. If motion skip is additionally applied to P views plus (B MS plus IC), the BR reduction reportedly goes from 8.5 to 11.6 % compared to only (B MS plus IC). The difference relative to JVT-AA028 is that in JVT-AA031 a completely different dependency map is used for motion skip than the usual dependency map for anchor pictures (i.e. the proposal in JVT-AA031 is less restrictive).

Comment: For both JVT-AA028 and JVT-AA031, the gain may be less when inter-view prediction would be allowed on non-anchor pictures of P views.

One of the proposals or something resembling them in basic concepts will be adopted into JMVM. JVT-AA028 seems to be a subset of JVT-AA031, but it is not clear yet if the additional flexibility is needed and may not incur other complications. Also consider the necessary change in software.  Break-out activity was conducted to discuss this. See discussion of break-out report JVT-AA047 below.

Presentation deck available? Will be uploaded.

In contrast with JVT-AA028, this proposal provides a new dependency map that could be different and independent of the existing dependency map used for anchor picture dependencies.

In JVT-AA028, there is more of a constraint on the dependency structure.

The JVT-AA031 proposal might hypothetically be able to provide more compression capability due to its greater flexibility.  Encoding all anchors pictures as I pictures is a cited example of a case where JVT-AA031 could provide gain that would not be possible with JVT-AA028.  (However, of course, most of the coding efficiency gain from MVC comes from the savings on the anchor pictures, so encoding those as I pictures seems like a strange example.)

Question: In these tests, there is no inter-view prediction for the P views.  The JD supports that. If you compare using this tool to doing that, is there a coding efficiency benefit – has that been tested? May not have been tested, but the scheme would arguably improve the coding efficiency in other cases as well.

The benefit of flexibility has not been shown.

Relationship to bitstream extraction process?

Text has not been provided for either scheme.  Will be provided now.

Remark: Conceptually cleaner for the ordinary dependency map to cover either type of prediction.

Adopt support of motion skip for P views into JMVM – BoG activity to establish syntax scheme.

Break-out activity conducted – result reported below.

JVT-AA047-B (BoG) [Y.-K. Wang] BoG report on MVC motion skip proposal harmonization

The harmonized suggestion is to have a flag in the view dependency map for non-anchor pictures indicating whether sample prediction is used or only motion data prediction.  Syntax was shown to the group.  Adopted.

Software: Huawei and LG to provide.

Suggestion: Think about extensibility of JD syntax.

JVT-AA024-L (Info) [J.-H. Min, W.-S. Shim (Samsung)] Verif JVT-AA031 (LG) H.-L. syntax for motion skip

This document provided one verification result report of JVT-AA031 High level syntax for motion skip mode from LG Electronics. The encoder and decoder executables, reconstructed yuv files, configuration files and experimental results were provided by LG. The provided source code was reportedly checked and the decoder executable was run with the bitstreams provided by LG. All of the decoded results are matched exactly with the results provided by LG.

Code inspected carefully. Perfect match.

Question: What about encoding? Also did compilation and encoding without problems – with matching results.

JVT-AA012 / WG 11 M15337 (WG 11 NB) [KNB to WG 11] KNB comments on MVC

KNB to WG 11 advocates adopting JMVM coding tools into JD and including these in MVC profiles.

A general discussion about coding tools in JMVM and their relationship to JD was held.

Some statements:

· There would certainly be two profiles: One without, one with coding tools. Certainly, the second would be done in a second amendment. Putting them into JD would certainly delay (looking at the fact that also current JD still needs lot of work).

· Still, industry needs are not so clear (which number of views, which data rates, which resolutions, which camera baselines are needed) – this may highly affect the performance on these tools

· Currently, it is said that there are some near-term plans to launch stereo services (Korea, Samsung, Mitsubishi)

· We do not know the performance on stereo – unclear where to get content from

· One argument brought for timely appearance of MVC would be to bring it into other bodies such as Blu-ray, DVB.

Remark: We don't have an understanding of the benefit for just stereo view coding.

How big is the draft text for MS+IC? About 18 pages.  How big is the draft text for the JD? About 60 (as output of this meeting). How mature is that text relative to the JD text? Less mature.

Unless the editing work gets a substantial change of momentum, we're probably already on an October schedule rather than being able to be finished in July.

Suggestion: Editing meeting? That may not be necessary/feasible.

These coding tools continue to seem like candidates for a 2nd MVC amendment. JD can provide roughly 19% gain relative to JM.  JMVM can provide roughly 30% gain relative to JM.  (These figures measured on our MVC test set.)

Remark: Relevance to real industry application seems tenuous – application needs do not seem adequately clear.

Remark: Industry needs seem currently concentrated in stereoscopic, but with a longer term view toward more. We need to establish a path for the industry to follow in preparation for this roll-out (e.g., avoiding need for development of fully proprietary solutions).

Will 10% coding gain make a difference?

The question seems not to be whether we adopt JMVM coding tools into the first amendment, but whether we start work on an additional amendment.  Agreed.  We can decide at a later meeting about whether to formally start work on an additional amendment.

How much gain would the new JMVM coding tools provide for stereo?  Let's try to get an answer to that question.  Can we get some stereo material?

Response to KNB: Creation of an additional MVC amendment that would include new coding tools can be considered in the future if the gains achieved by adding such coding tools are sufficiently large and if it is shown that the initial MVC specification amendment does not adequately address the requirements of important applications.  Agreed.

JVT-AA032 (Prop 2.2/3.1) [J.-H. Min (Samsung), M.-W. Park, J.-T. Park (Kyung Hee Univ.), W.-S. Shim (Samsung), G.-H. Park (Kyung Hee Univ.)] Chroma compensation for MVC

[refine below and insert additional detail – submitter will also upload some more data and modified presentation.]

In this contribution, MVC chrominance compensation is proposed to improve coding efficiency for the chrominance components and thus the subjective picture quality. Proposed method is applied to both IN-TER 16x16 and SKIP modes in ONLY anchor P-pictures. And the derivation process of motion vector of P-SKIP mode is also modified to consider the inter-view disparity. 

Because JMVM 7.0.2 performs illumination compensation (IC) for the luminance component only, chro-minance information may not be represented well in MVC codec. Due to lack of process for chrominance, color degradation and its propagation can be clearly visible in the sequences that have flat or less compli-cated backgrounds. And color degradations can also be widely visible when video plays back at low bit-rate. This contribution introduces a cost-effective chrominance compensation that can improve coding efficiency for the chrominance, and also minimize picture quality degradation. 

By testing using common test conditions (QP set of {37, 32, 27, 22}), simulation results show that pro-posed method can obtain the average BD-PSNR gains for U and V as 0.136 dB, 0.127 dB respectively, and corresponding average BD-rate savings as 5.49% (for U) and 5.35% (for V) in case of IC=on and MS=on while maintaining almost same performance for Y (luminance). In case of IC=off and MS=off, av-erage BD-PSNR gains are both 0.1 dB’s for U and V, and corresponding average BD-rate savings are 4.00% (for U) and 4.40% (for V). 

For the range of low bit-rates, proposed method is also tested using QP set of {47, 42, 37, 32}. In the low bit range, it is observed that average BD-PSNR gains of Y, U, and V are 0.141 dB, 0.494 dB and 0.525 dB, respectively and corresponding average BD-rate savings are 1.80% (for Y), 17.26% (for U) and 17.58% (for V) in case of IC=on and MS=on. In case of IC=off and MS=off, average BD-PSNR gains are 0.120 dB (for Y), 0.413 dB (for U) and 0.463 dB (for V) and corresponding average BD-rate savings are 1.52%, 15.23% and 16.27%. 

Necessary computational complexity is very marginal because the number of anchor P-pictures is very small portion (average is only 4.18%) in whole coded sequences, however it can be found that the pro-posed method can significantly improve the coding efficiencies of color components.

JVT-AA042-L (Info 2.0/3.1) [Y.-J. Jeon, B.-M. Jeon (LG)] Verif JVT-AA032 Samsung/KHU MVC chroma comp

[Insert notes]

6. JVT internal operating rules

JVT decision: The following clarifications/adjustments of JVT operating rules have been adopted.

The JVT decided that participants shall to refrain from long (=more than 4 Minutes) presentations of their proposal, if the results of their coding efficiency experiments have provided less than a 2% bit-rate benefit on average (or, roughly equivalently, a 0.1 dB gain on average).

Presentations should also not use "cherry picking" of results for summary reporting in abstracts and presentations. Summary reports must be true summaries – not highlights of best results while ignoring worst results.
Regarding late contributions: Due to our difficulties with a large quantity of late-submitted contributions at previous meetings, the JVT has agreed that for its next meeting, no late-uploaded (non-AHG-report, non-liaison, non-verification) contribution will be presented without having a minimum of 4 JVT participants (working for separate organizations other than that of the primary contribution author) recorded by name as supporting the allowance of such a presentation, in addition to a consensus of the general JVT membership to allow the presentation. Such support to allow a presentation is to be understood to not necessarily imply support of the adoption of the content of the late contribution, but only as a positive expression that the document should be allowed to be presented. Additionally, the provider of such a presented late contribution shall send an email apology to the JVT email reflector. This rule does not apply to material requested by the JVT at the meeting (e.g., reports of JVT-authorized "break out group" side activities).

For all contributions that have presentation material that is used to present them to the group (e.g., PowerPoint presentations), the presentation material should be provided along with the written contribution (within the same zip container file). PDF is preferred over PPT for presentations when the PPT filesize is large and there is no need for the slide deck to be editable by others.
All submissions must be made in JVT-AAxxx.zip format with the word docs, excel sheets and other information being in the zip container. The document must contain an abstract and be accompanied with an e-mail notification containing title, authors and abstract (identical to the one in the doc) which is no longer than 200 words and no shorter than 25 words and is written in 3rd person language in a manner that does not express endorsement of the content of the document.

On filenames inside of .zip containers – use a filename so that if someone takes the files out of the zip container, they would still know what contribution they came from. Every file (or directory) in the .zip container for document JVT-AAxxx should start with JVT-AAxxx. Example: JVT-AAxxx.doc (main document), JVT-AAxxx_presentation.pdf, JVT-AAxxx_results1.xls, etc.

When providing additional or revised files, do not include copies of files that were already included in the prior .zip archive for the same contribution and do not re-use the same filenames without adding revision numbers (r1, r2, etc.) – this saves us needing to worry about whether the files someone obtains with the same filenames are the same or different.

Independent verification (necessary for adoption of a proposal) is provided either through

a) independent implementation by 1 or more organization different than that of the proponent based on the textual description (after adoption, both decoder source code versions must be made publicly available along with one encoder version), or
b) providing source code to all CE participants prior to the meeting (CEs can only be joined at the meeting, when the CE is created. CEs are created at each meeting and last until the next meeting.)

Simply running binary executables provided by a proponent is not ordinarily considered independent verification. Source code should be provided and used, and the verifying party should invest a proper degree of effort to ensure that the “verification” they perform is a meaningful and professional study with significant depth rather than just a perfunctory procedural formality.

For every SEI message and every syntax element that are currently in the SVC/MVC draft, a showcase has to be provided in order to retain it in the JSVM/JMVM/JD. If such a showcase is not provided at the next meeting for an SEI message or parts of it, the SEI message or the respective parts will be removed from the JSVM/JMVM/JD. The source code and executables for the showcase must be made available.

When Core Experiments (CEs) are to be established, a first CE description should be available at the last day of the meeting (or at least within a few days). Changes of the CE description are only allowed until 3 weeks prior to the next meeting. These changes must be of evolutionary characteristic relative to the input documents on which the CE is based and must be agreed by those who contributed the respective input document(s) or be added as an option.
Contributions that are proposals of new technology that was not what was described as being tested in a CE (even if related to the tested technology) should not indicate that they are CE documents in their title and abstract.
7. List of AHGs established

The following JVT “ad hoc groups” (AHGs) were established to progress work on identified topics until the next meeting of the JVT.
7.1. JVT project management and errata reporting

Discussion: jvt-experts@lists.rwth-aachen.de
Chair: Gary Sullivan, Jens Rainer Ohm, Ajay Luthra, and Thomas Wiegand

Mandates:

· Collect errata reports on standards under management of JVT

· Coordinate overall interim JVT progress

· Prepare status information for JVT status reporting

7.2. JM Text, reference software, bitstream exchange and conformance

Discussion: jvt-experts@lists.rwth-aachen.de
Chair: Thomas Wiegand, Karsten Sühring, Alexis Tourapis, Teruhiko Suzuki, Gary Sullivan
Mandates:

· Maintain and update JM algorithm description text

· Maintain and update JM reference software and its usage manual

· Facilitate exchange of test bitstreams to aid interoperability testing

· Collect bitstreams for inclusion in (non-SVC) Conformance specifications

· Identify and correct problems in Conformance specifications and associated bitstreams

7.3. SVC JSVM text, software and conformance

Discussion: jvt-svc@lists.rwth-aachen.de
Chair: Heiko Schwarz, Jérome Vieron, Thomas Wiegand, Mathias Wien, Alex Eleftheriadis, Vincent Bottreau

Mandates:

· Edit and deliver improved JSVM text
· Coordinate JSVM software integration

· Coordinate bug-fixing process for the JSVM software

· Maintain JSVM software manual
· Plan, edit, and collect bitstreams for SVC conformance specification
7.4. SVC bit depth, color gamut, and chroma format scalability

Discussion: jvt-svc@lists.rwth-aachen.de
Chair: Andrew Segall, Thomas Wiegand, Yi-Jen Chiu
Mandates:

· Identify applications

· Work out suggestions for detailed needs

· Find/create test material

· Study bit-depth reduction techniques, e.g., tone-mapping tools

· Study color space and/or gamma conversion requirements

· Define experiments and test conditions

· Investigate software and text modification needs

· Identify complexity issues

7.5. MVC JD and JMVM text and software

Discussion: jvt-mvc@lists.rwth-aachen.de
Chair: Hideaki Kimata, Aljoscha Smolić, Purvin Pandit, Anthony Vetro, Ying Chen
Mandates:

· Collect comments on draft, perform necessary editing and delivery.

· Maintain JMVM and JD document and collect comments on the text.

· Coordinate JD/JMVM software integration

· Coordinate bug-fixing process for the JD/JMVM software

· Maintain JD/JMVM software manual

7.6. MVC JMVM coding tools

Discussion: jvt-mvc@lists.rwth-aachen.de

Chair: Ying Chen, Shan Gao, Yong-Joon Jeon
· Investigate simplification and improvement of current JMVM coding tools (IC and motion skip)

· Investigate techniques for single loop decoding to reduce complexity starting with motion skip
· Investigate approaches for enhancing MVC coding efficiency using spatial downsampling

· Investigate low-complexity methods for mobile stereoscopic 3DTV applications

· Investigate other potential approaches to achieving enhanced MVC capability

· Coordinate software, test material (particularly including steroscopic), and experiment conditions for these techniques

· Evaluate performance of enhanced MVC proposals (including CAVLC operation in particular)
7.7. Splicing operation

Discussion: jvt-experts@lists.rwth-aachen.de

Chair: Gary Sullivan, Arturo Rodriguez, Sam Narasimhan

Mandates:

· Study the use of bitstream splicing in applications
· Investigate potential needs for SEI data to aid in splicing operations, including consideration of JVT-Z040, JVT-Z041, and JVT-Z042 and the issues raised in their discussion
· Study the implications of ITU-T Rec. J.181 and the draft new ITU-T Rec. J.h-dpi

· Gather information about activities of other relevant organizations regarding the development of specifications relating to bitstream splicing
8. Future meeting plans
The JVT chairmen proposed to hold the 28th JVT meeting 20-25 July 2008 under WG 11 auspices in Hannover, DE; 12-17 October 2008 under WG 11 auspices in Busan, KR; and 29 January – 3 February 2009 under ITU-T SG 16 auspices in Geneva, CH.
9. Attendance

Persons registered to attend the meeting, as recorded by a sign-in sheet circulated during the meeting, were the following (124 listed participants):
1. Bjøntegaard, Gisle (Tandberg)

2. Bottreau, Vincent (Thomson R&D France)
3. …
4. Wiegand, Thomas (Fraunhofer HHI)
5. …
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