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Abstract

This document contains an errata list for eventual incorporation into a future amendment or corrigendum to the ITU-T Rec. H.264 | ISO/IEC 14496-10 Advanced Video Coding standard.  This covers some issues that arose after the end of the Nice meeting in the interest of trying to be as complete and inclusive as possible.  Some items may be erroneous and need no action).  More recent reports are typically listed later in the list.
Errata Reporting

The following potential errata issues are noted for future JVT action in regard to the text of the H.264/MPEG-4 AVC specification.  Some of the reports may pertain only to the version published by one of the two parent bodies.
1. There is inconsistency of terminology regarding "data partition" versus "data partitioning".

2. There is an undisciplined mixture of "is" versus "shall" in subclauses 8 and 9 (and perhaps others).  We believe the proper phrasing is to use "is" rather than "shall" when describing the operations of the parser and decoder (to allow freedom to implement the process in different ways, as long as the result is conforming).  Thus there should be a relative abundance of "is"s, along with a disciplined selected sparsity of "shall"s.

3. The term "macroblock prediction mode" is not quite accurate – a better term might be something like "macroblock partition prediction mode" (or something like that).

4. There is a poor example in E.2.1 in which what appears to be the typical NTSC frame rate is used as what would be an example field rate (at least when fixed_frame_rate_flag is equal to 1).  The example in the NOTE near the end of D.2.2 is better, and thus the 30 000 used in the example in E.2.1 should be changed to 60 000.

5. We believe that there was an intent to state that if the semantics of a syntax element are specified by a table, it would be clear that (unless otherwise specified) all values other than those that appear in the table were prohibited.  One example of where such a blanket statement would be useful is the specification of allowed values of memory_management_control_operation.  However, we can't find such a statement to be clearly provided anywhere in the text.

6. The following paragraph is strange "The following table lists examples of pseudo code used to describe the syntax. When syntax_element appears, it specifies that a data element is read (extracted) from the bitstream and the bitstream pointer."  It seems that the last sentence has been truncated.

7. There is a wrong capital letter 'M' in the naming of the variable maxBinIdxCtx in the "- Otherwise, ..." phrase at the beginning of subclause 9.3.2.

8. The sentence is "All bins with binIdx greater than maxBinIdxCtx are parsed using ctxIdx assigned to maxBinIdxCtx" is strange and incorrect.  The sentence in question should be correctly phrased something like "All bins with binIdx greater than maxBinIdxCtx are parsed using the value of ctxIdx being assigned to binIdx equal to maxBinIdxCtx".

9. The sample aspect ratio table does not contain some useful common aspect ratios.  For example, "3:4" in the 2nd column, with the example of use being "1440x1080 16:9 frame without overscan (cropped from 1920x1088)".  See also input document JVT-P103.

10. For entries 4 and 5 in Table E-1, 2nd example in each case is not a very good example, since the horizontal width (540) is not divisible by 16.  Thus it would be better to use 528 samples without overscan as the example rather than 540 samples with overscan.

11. The ability of the reference list reordering process to put pictures into a reference picture list that were not in the initial reference picture list remains a source of confusion.  A NOTE should be added to point out that the modified list may contain some pictures that are not in the initial list.  Possibly the "reordering process" should be renamed to the "modification process" to avoid the impression that reordering is the only thing that can happen in the process.  For example, a NOTE could say something roughly like "NOTE – The reordering process for reference picture lists allows to freely modify the contents of RefPicList0 and RefPicList1. Any picture currently marked "used for reference" may be inserted into the reference picture lists, independent of it's inclusion in the initial reference picture lists."

12. There are several places in clause 6 that contain phrases similar to "the 4x4 luma block in the macroblock mbAddrN covering the luma location ( xW, yW ) shall be assigned to luma4x4BlkIdxN".  We should provide more precise text for this aspect.  That phrasing is not up to the level of quality and specificity found in most parts of the document.  Satoshi Nakagawa [nakagawa@okilab.net] suggests using something like the following: luma4x4BlkIdxN =  ( yW & 8) | ( ( yW & 4 ) >> 1 ) | ( ( xW & 8 ) >> 1) | ( ( xW & 4 ) >> 2 ).

13. Some SEI messages use aspects specified in the SPS but do not activate the SPS.  This might cause confusion if a new SPS has been sent with the same SPS ID but has not been activated (e.g., if NalHrdBpPresentFlag and VclHrdBpPresentFlag are both equal to 0).  This may not be a real problem, but should be studied.  Consider picture timing (regarding pic_struct_present_flag), dec_ref_pic_marking_repetition (regarding frame_mbs_only_flag) and spare_pic (regarding PicSizeInMapUnits).

14. In subclause 7.4.2.1 : SPS semantics, it says “offset_for_top_to_bottom_field is used so as to calculate the picture order count of the bottom field in a frame.”  In fact offset_for_top_to_bottom_field is also used so as to calculate the picture order count in bottom fields. So we think that the words : "the bottom field in a frame" should be changed to simply "a bottom field".

15. Should the range of expectedDeltaPerPicOrderCntCycle and expectedPicOrderCnt be limited (e.g., to a 32-bit range)?

16. When computing BottomFieldOrderCnt = TopFieldOrderCnt + offset_for_top_to_bottom_field + delta_pic_order_cnt[ 1 ] or BottomFieldOrderCnt =    expectedPicOrderCnt + offset_for_top_to_bottom_field + delta_pic_order_cnt[ 0 ], can we be sure that the intermediate result will fit into 32 bits regardless of the order of operations?

17. Equations 8-80 and 8-81 are not ever really needed.  They could be removed without affecting any specified processes.  This is strange and confusing, although perhaps not strictly incorrect.

18. It may be helpful to add a NOTE saying something like the following: "A bitstream with profile_idc equal to 100, 110, 122, or 144 must not have constraint_set0_flag, constraint_set1_flag, or constraint_set2_flag equal to 1."

19. In Figure 8-9 (b) there is reportedly at least one arrow missing, between 58 and 59.

20. Both "colocated" and "co-located" are used in the text (5 times and 15 times, respectively).

21. "sub-partition" is used without definition. Presumably it is a short cut (in some pages but not all) for "submacroblock partition" and/or "macroblock partition".

22. The ITU-T has processed a number of corrections at its July meeting.  These corrections address a number of the issues listed above.  Corresponding work needs to take place on the ISO/IEC side.

23. Contribution JVT-Q023 reported that the Annex A SliceRate constraint expression produces nonsensical values in some cases (e.g., less than one slice per picture), particularly for the first picture in the bitstream.
24. Contribution JVT-Q023 reports that the constraint that "The value of cpb_removal_delay for the first picture in the bitstream shall be equal to 0." is excessively restrictive, as it prohibits simple editing of bitstreams (and seems to be the only aspect that causes such a problem).
25. The description of operation regarding the direct_8x8_inference_flag has been described as cryptic, although correct.  A suggestion has been discussed that might help make the specification easier to interpret.

26. It may be helpful to clarify the role of k in the UEGk binarization description.

27. Although correct, the use of the variable i for two different things in the description of seq_scaling_matrix_present_flag may be stylistically undesirable.

28. "without overscan" and "without horizontal overscan" in annex E could perhaps benefit from clarification.

29. In the slice header semantics the phrase is "shall be the same in all slice headers of a coded picture" while in 7.4.3.3 the phrase is "shall be identical for all coded slices of a coded picture"

30. In section 7.4.3.3 the text says: "The syntax element adaptive_ref_pic_marking_mode_flag and the content of the decoded reference picture marking syntax structure shall be identical for all coded slices of a coded picture.". Even though I may have written the text, it may not be clear enough as adaptive_ref_pic_marking_mode_flag is part of the decoded reference picture marking structure.  Some people may interpret it as NOT covering no_output_of_prior_pics_flag  and long_term_reference_flag. It should just say "The content of the decoded reference picture marking syntax structure shall be identical..."

31. In Section 7.4.5, in the description of semantics of coded_block_pattern, the standard writes:  "coded_block_pattern specifies which of the six 8x8 blocks - luma and chroma – may contain non-zero transform coefficient levels. " The "six 8x8 blocks" part isn't correct any more since high profiles support 4:2:2 and 4:4:4 and monochrome.
32. lowercase variables are sometimes used outside of their subclause.
33. "Variables starting with an upper case letter may be used in the decoding process for later syntax structures mentioning the originating syntax structure of the variable."

34. "Functions are described by their names, which are constructed as syntax element names, with left and right round parentheses including zero or more variable names (for definition) or values (for usage), separated by commas (if more than one variable)."

35. "its second and its last bits" (counting from which end? - appears twice).
36. "When syntax_element appears" should have boldface.
37. "The bitstream shall not contain data that results a reference to".
38. "in Inter prediction mode" -> "in an Inter prediction mode", "in Intra prediction mode" -> ... (search for just "in Inter" or "in Intra").

39. intra_chroma_pred_mode is used for all intra macroblocks.  However, its semantics only mention that it is used for Intra_4x4 and Intra_16x16 (not Intra_8x8).
40. We seem to have one unintended case in reference picture marking in which one field of a complementary reference field pair could end up marked as "long term" while the other one is left as "short term".  This is obviously unacceptable.  What is proposed is an additional statement in 7.4.3.3 saying that if an MMCO = 6 is present for the second field of a complementary reference field pair (CRFP) when the first field of the CRFP is currently marked as "used for short-term reference", then the same decoded reference picture marking syntax structure shall contain either an MMCO = 1 to mark the first field as "unused for reference" or an MMCO = 3 containing the same value of long_term_frame_idx to mark the first field as "used for long-term reference".  Some further clarifying NOTE in clause 7 about CRFP marking of long-term vs. short-term might be helpful.
41. There is a single-character typo in subclause 8.2.5.4.6, where an extra closing parenthesis should be a quote symbol instead.
42. There is another single-character typo in Table 7-9 also.  It has "sssign" instead of "assign".

43. The clarity in the neighborhood of Eq. C-15 might be good to improve.  Before (C-14), it says, "For each access unit n, with n>0, associated with a buffering period SEI message..."  This may be misunderstood to apply within a buffering period, and not just between two buffering periods.  Yet to apply to (C-15), access unit n should be at the start of a new buffering period, and access unit (n-1) should be at the end of the previous buffering period. For (C-15) and (C-16), it might be better that rather than "n," it should have the argument "n_b," where n_b is defined as corresponding to the first access unit of a buffering period.
44. Clause 8.4: output of the process. For chroma the output is said to be 8x8 predicted blocks. What about 4:2:2 and 4:4:4 formats?
45. Clause 8.4: reference to NumSubMbPart(sub_mb_type) (between Eqs. 8-148/149). Shouldn't it be NumSubMbPart(sub_mb_type[mbPartIdx])?
46. Clause 8.7.2.3: Eqs. 8-471/472: Clip1 function is not defined. Use Clip1_Y and Clip1_C based on value of chromaEdgeFlag?
47. Perhaps we should consider some corrigendum action governing the timing relationship of non-paired fields in relation to fixed_frame_rate_flag to make them "sensible" relative to interlaced sampling.
48. There is a lack of clarity regarding whether the MinCR constraint specified in Table A-1 is intended to apply to the High profile.  We say that Table A-1 applies to the High profile, and we explicitly say A.3.2 "Table A1 specifies the limits for each level" and "Entries marked as "-" in Table A-1 denote absence of a corresponding limit". There is no "-" in A-1 for High in MinCR column.  However, there is no corresponding itemized constraint in the list of applied constraints for the High profile.  The stong consensus on the email reflector seems to be that the constraint does apply to the High profile, as that profile was intended not to have any major complexity penalty relative to the Main profile.  This also brings up the question of whether the constraint should apply to the High 10 and High 4:2:2 profiles.  Probably there should be some such constraint, but perhaps it should be a more relaxed constraint, e.g., MinCR = 1.
49. Subclause 7.4.2.2 says: "weighted_pred_flag equal to 0 specifies that weighted prediction shall not be applied to P and SP slices.", calling this prediction "no weighted prediction". While Section 8.4.2.3. says: "If weighted_pred_flag is equal to 0, the default weighted sample prediction process as described in subclause 8.4.2.3.1 is invoked...", calling this prediction "default".  Calling it "default" is probably better.

50. We note that we are in the process of removing the High 4:4:4 profile from the standard as a corrigendum action.
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