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Abstract:

In the last meeting, a FMO-based method to enable encoding and extraction of ROIs from SVC bitstream was presented. In the previous contribution, we claimed that ROI boundaries should be treated as picture boundaries. In this contribution, we study the importance of ROI boundary handing in SVC. When ROI boundaries are not handled, we show two different kinds of errors related to upsampling and fractional sample prediction. Also, we review some related works in MPEG-4 and H.263. 

1. Introduction

Region of interest (ROI) is a special part of content that is semantically important to a particular user. When ROIs are identified in video sequence, only the needed ROIs may be extracted and sent to users, so as saving much bandwidth/bitrate while still satisfying users' consumption request. The importance of ROI scalability is recognized in SVC requirement document [1]. With scalable video, it is expected that a bitstream that contains the ROI can be extracted without any transcoding operations. 

In Poznan meeting, we presented a FMO-based method that allows to encode and extract ROIs [2]. Also, the signaling of ROIs using SEI message is described in [3]. In [1], we claim that each ROI should be treated as a picture. Specifically, the boundary of an ROI should be extended/padded for the purpose of spatial upsampling and fractional sample interpolation. 

Regarding this boundary handling, the question raised in last meeting is that whether the error at boundary, when ROI boundary is not handled, is severe enough to treat ROI boundary as picture boundary. In this contribution, we study the possible errors at ROI boundary. Also, related work in other video coding standards is reviewed.

2. ROI boundary handling

This section briefly reviews the procedures to handle ROI boundaries as well as picture boundaries. To describe the ROIs in SVC we employ FMO with map type 2. To encode the regions, we exploit a regional coding tool, such as the slice group in MPEG-4 AVC. We assume that only dyadic case for spatial scalability is considered.
For a bitstream containing a ROI to be independently decoded, it should be processed as a normal whole-picture bitstream. Specifically, the Intra_Base prediction and fractional sample interpolation need to be modified to support ROIs. With Intra_Base prediction, the base blocks at the picture border need some extension for upsampling process of the picture. In same way, to decode a ROI bitstream, the base blocks at the ROI border should be extended for upsampling of the ROI. This issue is depicted in Fig. 1.
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Fig. 1: Border extension for picture and ROI

Similarly, for fractional sample interpolation of inter coding, some samples are padded outside the border of a reference picture. Motion estimation for each ROI is also constrained within the area of that ROI. Therefore, in inter-coding implementation of an ROI, samples should be padded outside the border of ROI (Fig. 2).

[image: image9.emf]Border 

extension

Picture border

ROI

Picture

Upsampling

Upsampling

Border 

extension

Picture border

ROI

Picture

Upsampling

Upsampling


Fig. 2: Sample padding at boundary of picture and ROI for fractional sample interpolation

3. Errors at ROI boundary

From the above, we see that when ROI boundary is not handled as picture boundary, the error at boundary may be caused by 1) upsampling and 2) fractional sample interpolation.

The following figures show some examples of error at ROI boundary due to upsampling without border extension (while the padding for fractional sample interpolation is implemented). In these examples, the bitstreams are encoded with two spatial layers (QCIF, and CIF). Because most macroblocks in ROI boundaries are encoded with IntraBL (inter layer intra mode), so boundary error by upsampling is seen every test sequences.
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(a) ROI from Bus sequence
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      (b) ROI from Crew sequence



(c) ROI from Harbor sequence
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   (d) ROI from Ice sequence



(e) ROI from Soccer sequence

Fig. 3: Error due to upsampling without border extension 

The following figures show some examples of error at ROI boundary due to fractional sample interpolation without padding (while the border extension for upsampling is implemented). Again, in these examples, the bitstreams are encoded with two spatial layers (QCIF, and CIF). Due to the motions in the contents, there are not only error at boundary, but also error propagation as the video is displayed.
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(a) ROI from Bus sequence


(b) ROI from Ice sequence

Fig. 4: Error due to fractional sample interpolation without border padding

And the following figure shows an example when boundary is not handled in both upsampling and fractional sample interpolation. We can see that the combined error in this case is much more severe than individual errors.


Fig. 5: Error due to both upsampling and fractional sample interpolation

It is obvious that the error size at boundaries will be larger in higher spatial layers. The following figure show some error examples when the bitstreams are encoded with three spatial layers (QCIF, CIF, 4CIF).


(a) Error due to upsampling


(b) Errors due to both upsampling and fractional sample interpolation

Fig. 6: Error sizes when videos are coded with three spatial layers (QCIF, CIF, 4CIF)

4. Related work

In some other video coding formats, there exist some special treatments which are similar to this issue of ROI boundary handling in SVC. In this section, we briefly describe two related works in H.263 and MPEG-4.

4.1 Boundary handling for H.263 independent segments

Video picture segment in H.263 is also similar to ROI of SVC. In the Independent Segment Decoding mode of H.263, video picture segment boundaries are treated as picture boundaries. The difference is that, the interpolation for subpixel prediction is bilinear, so there is no need for boundary padding as in SVC. Meanwhile, the upsampling for spatial scalability is based on two interpolation method, one for pixels inside picture and one for pixels at boundaries as shown in Fig. 7. More information about Independent Segment Decoding mode can be found in Annex R of H.263 Recommendation [5].





   (a)                                       (b)


Fig. 7: Interpolation method for spatial scalability: (a) for interior pixels, (b) for pixels near boundaries

4.1 Boundary handing for MPEG-4 video objects [4]
In MPEG-4, a VOP can be an object (as ROI in SVC) or a whole picture, so the boundary of an object is treated as the boundary of a picture. In quarter pel interpolation for motion compensation, the boundary of a block is extended by mirroring by three samples as in Fig. 8. Meanwhile, upsampling for spatial scalability of MPEG-4 is based on linear interpolation, so when the reference VOP is rectangular, there is no need for padding before upsampling.


Fig. 8: Block boundary mirroring in MPEG-4 

6. Discussion and conclusion

In this contribution we have studied the errors when ROI boundaries are not handled as picture boundaries. Through various examples, it is obvious that the errors are rather severe, especially when the error due to upsampling and error due to fractional sample interpolation are combined. Further, the error size will be larger at higher spatial layers. These errors are not only severe but also "consistent" across different frame so it is not possible to be corrected by non-normative methods like boundary filtering or error concealment.

On the other hand, picture boundary handling is already available in encoder and decoder, so there will be no increase of complexity when the this handling process is applied to ROI boundaries. Meanwhile, the application of any correction methods would definitely increase the complexity or reduce the coding efficiency.

Moreover, as shown above, this issue of ROI boundary was also considered in previous video coding standards. In MPEG-4 and H.263, ROI/object/segment boundaries are consistently treated as picture boundaries. The only difference between these video coding standards is interpolation method in use.

Therefore, we recommend to adopt the changes to JSVM for ROI boundary handling as proposed in JVT-P042 (which are shown again in the Annex of this document).
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Annex: Changes to JSVM

Changes in section S.7.3.2.1 Sequence parameter set RBSP syntax

	seq_parameter_set_rbsp( ) {
	C
	Descriptor

	
profile_idc
	0
	u(8)

	
constraint_set0_flag
	0
	u(1)

	
constraint_set1_flag
	0
	u(1)

	
constraint_set2_flag
	0
	u(1)

	
constraint_set3_flag
	0
	u(1)

	
reserved_zero_4bits /* equal to 0 */
	0
	u(4)

	
level_idc
	0
	u(8)

	
seq_parameter_set_id
	0
	ue(v)

	
if( profile_idc  = =  83 )  {
	
	

	

nal_unit_extension_flag
	0
	u(1)

	

if( nal_unit_extension_flag  = =  0 )  {
	
	

	


number_of_simple_priority_id_values_minus1
	0
	ue(v)

	


for( i = 0; i <= number_of_simple_priority_id_values_minus1; i++ )  {
	
	

	



priority_id
	0
	u(6)

	



temporal_level_list[ priority_id ]
	0
	u(3)

	



dependency_id_list[ priority_id ]
	0
	u(3)

	



quality_level_list[ priority_id ]
	0
	u(2)

	


}
	
	

	

}
	
	

	

low_complexity_update_flag
	0
	u(1)

	
}
	
	

	
if( profile_idc  = =  100  | |  profile_idc  = =  110  | |


 profile_idc  = =  122  | |  profile_idc  = =  144  | |


 profile_idc  = =  83 ) ) {
	
	

	

chroma_format_idc
	0
	ue(v)

	

if( chroma_format_idc  = =  3 )
	
	

	


residual_colour_transform_flag
	0
	u(1)

	

bit_depth_luma_minus8
	0
	ue(v)

	

bit_depth_chroma_minus8
	0
	ue(v)

	

qpprime_y_zero_transform_bypass_flag
	0
	u(1)

	

seq_scaling_matrix_present_flag
	0
	u(1)

	

if( seq_scaling_matrix_present_flag )
	
	

	


for( i = 0; i < 8; i++ ) {
	
	

	



seq_scaling_list_present_flag[ i ]
	0
	u(1)

	



if( seq_scaling_list_present_flag[ i ] )
	
	

	




if( i < 6 ) 
	
	

	





scaling_list( ScalingList4x4[ i ], 16, 










   UseDefaultScalingMatrix4x4Flag[ i ])
	0
	

	




else
	
	

	





scaling_list( ScalingList8x8[ i – 6 ], 64,










   UseDefaultScalingMatrix8x8Flag[ i – 6 ] )
	0
	

	


}
	
	

	
}
	
	

	
log2_max_frame_num_minus4
	0
	ue(v)

	
pic_order_cnt_type
	0
	ue(v)

	
if( pic_order_cnt_type  = =  0 )
	
	

	

log2_max_pic_order_cnt_lsb_minus4
	0
	ue(v)

	
else if( pic_order_cnt_type  = =  1 ) {
	
	

	

delta_pic_order_always_zero_flag
	0
	u(1)

	

offset_for_non_ref_pic
	0
	se(v)

	

offset_for_top_to_bottom_field
	0
	se(v)

	

num_ref_frames_in_pic_order_cnt_cycle
	0
	ue(v)

	

for( i = 0; i < num_ref_frames_in_pic_order_cnt_cycle; i++ )
	
	

	


offset_for_ref_frame[ i ]
	0
	se(v)

	
}
	
	

	
num_ref_frames
	0
	ue(v)

	
gaps_in_frame_num_value_allowed_flag
	0
	u(1)

	
pic_width_in_mbs_minus1
	0
	ue(v)

	
pic_height_in_map_units_minus1
	0
	ue(v)

	
frame_mbs_only_flag
	0
	u(1)

	
if( !frame_mbs_only_flag )
	
	

	

mb_adaptive_frame_field_flag
	0
	u(1)

	
direct_8x8_inference_flag
	0
	u(1)

	
frame_cropping_flag
	0
	u(1)

	
if( frame_cropping_flag ) {
	
	

	

frame_crop_left_offset
	0
	ue(v)

	

frame_crop_right_offset
	0
	ue(v)

	

frame_crop_top_offset
	0
	ue(v)

	

frame_crop_bottom_offset
	0
	ue(v)

	
}
	
	

	
if ( profile_idc = = 83 ){
	
	

	

extended_spatial_scalability
	0
	u(2)

	

if( extended_spatial_scalability > 0 ) {
	
	

	


if ( chroma_format_idc > 0 ) {
	
	

	



chroma_phase_x_plus1
	0
	u(2)

	



chroma_phase_y_plus1
	0
	u(2)

	


}
	
	

	


if( extended_spatial_scalability = = 1 ) {
	
	

	



scaled_base_left_offset
	0
	se(v)

	



scaled_base_top_offset
	0
	se(v)

	



scaled_base_right_offset
	0
	se(v)

	



scaled_base_bottom_offset
	0
	se(v)

	


}
	
	

	

}
	
	

	

roi_flag
	0
	u(1)

	
}
	
	

	
vui_parameters_present_flag
	0
	u(1)

	
if( vui_parameters_present_flag )
	
	

	

vui_parameters( )
	0
	

	
rbsp_trailing_bits( )
	0
	

	}
	
	


Changes in section S.7.4.2.1 Sequence parameter set RBSP semantics

· roi_flag: indicates whether there exists ROIs in the bitstream

Changes in section S.8.3.6 Intra_Base prediction process

Replace the following paragraph

· Each luma sample baseL[ x, y ] with x = –4..( xB1 –xB + 4 ), y = –4..( yB1 – yB + 4 ) of the luma sample array is derived as follows.

· If any of the following conditions is true, the sample baseL[ x, y ] is marked as “not existing”.

· x is less than ( –xB ) or x is greater than ( ( BasePicWidth  – xB ) – 1 )

· y is less than ( –yB ) or y is greater than ( ( BasePicWidth  – yB ) – 1 )

· Otherwise, if the syntax element constrained_intra_pred_flag is equal to 1 for the base picture basePic and the sample S'Base,L[ xB + x, yB + y ] does not represent a sample of an I macroblock, the sample baseL[ x, y ] is marked as “not available for Intra_Base prediction”.

· Otherwise, the sample baseL[ x, y ] is marked as “available for Intra_Base prediction” and derived by

baseL[ x, y ] = S'Base,L[ xB + x, yB + y ]

· When chroma_format_idc is not equal to 0, each chroma sample baseCb[ x, y ] and baseCr[ x, y ] with 
x = –4..( xCB1 – xCB + 4 ) and y = –4..( yCB1 – yCB + 4 ) of the chroma sample arrays is derived as follows.

· If any of the following conditions is true, the samples baseCb[ x, y ] and baseCr[ x, y ] are marked as “not existing”.

· x is less than ( –xCB ) or x is greater than ( ( BasePicWidthC – xCB )– 1 )

· y is less than ( –yCB ) or y is greater than ( ( BasePicHeightC – yCB ) – 1 )

· Otherwise, if the syntax element constrained_intra_pred_flag is equal to 1 for the base picture basePic and the samples S'Base,Cb[ xCB + x, yCB + y ] and S'Base,Cr[ xCB + x, yCB + y ] do not represent samples of an I macroblock, the samples baseCb[ x, y ] and baseCr[ x, y ] are marked as “not available for Intra_Base prediction”:

· Otherwise, the samples baseCb[ x, y ] and baseCr[ x, y ] are marked as “available for Intra_Base prediction” and derived by

baseCb[ x, y ] = S'Base,Cb[ xCB + x, yCB + y ]
baseCr[ x, y ] = S'Base,Cr[ xCB + x, yCB + y ]

with the following

· Each luma sample baseL[ x, y ] with x = –4..( xB1 –xB + 4 ), y = –4..( yB1 – yB + 4 ) of the luma sample array is derived as follows.

· If roi_flag is equal to 0,

x1SG = y1SG = 0


x2SG = BasePicWidth


y2SG = BasePicHeight 

· If roi_flag is equal to 1,

i = mapUnitToSliceGroupMap[ yP * PicWidthInMbs + xP ] / 16


x1SG = top_left[ i ] % PicWidthInMbs


y1SG = top_left[ i ] / PicWidthInMbs


x2SG = bottom_right[ i ] % PicWidthInMbs


y2SG = bottom_right[ i ] / PicWidthInMbs

· If any of the following conditions is true, the sample baseL[ x, y ] is marked as “not existing”.

· x is less than ( –xB + x1SG ) or x is greater than ( ( x2SG  – xB ) – 1 )

· y is less than ( –yB + y1SG ) or y is greater than ( ( y2SG – yB ) – 1 )

· Otherwise, if the syntax element constrained_intra_pred_flag is equal to 1 for the base picture basePic and the sample S'Base,L[ xB + x, yB + y ] does not represent a sample of an I macroblock, the sample baseL[ x, y ] is marked as “not available for Intra_Base prediction”.

· Otherwise, the sample baseL[ x, y ] is marked as “available for Intra_Base prediction” and derived by

baseL[ x, y ] = S'Base,L[ xB + x, yB + y ]

· When chroma_format_idc is not equal to 0, each chroma sample baseCb[ x, y ] and baseCr[ x, y ] with 
x = –4..( xCB1 – xCB + 4 ) and y = –4..( yCB1 – yCB + 4 ) of the chroma sample arrays is derived as follows.

· If roi_flag is equal to 0,

x1SGC = y1SGC = 0


x2SGC = BasePicWidthC

y2SGC = BasePicHeightC
· If roi_flag is equal to 1,

x1SGC = x1SG / SubWidthC


y1SGC = y1SG / SubHeightC


x2SGC = x2SG / SubWidthC


y2SGC = y2SG / SubHeightC

· If any of the following conditions is true, the samples baseCb[ x, y ] and baseCr[ x, y ] are marked as “not existing”.

· x is less than ( –xCB + x1SGC ) or x is greater than ( ( x2SGC – xCB )– 1 )

· y is less than ( –yCB + y1SGC ) or y is greater than ( ( y2SGC – yCB ) – 1 )

· Otherwise, if the syntax element constrained_intra_pred_flag is equal to 1 for the base picture basePic and the samples S'Base,Cb[ xCB + x, yCB + y ] and S'Base,Cr[ xCB + x, yCB + y ] do not represent samples of an I macroblock, the samples baseCb[ x, y ] and baseCr[ x, y ] are marked as “not available for Intra_Base prediction”:

· Otherwise, the samples baseCb[ x, y ] and baseCr[ x, y ] are marked as “available for Intra_Base prediction” and derived by

baseCb[ x, y ] = S'Base,Cb[ xCB + x, yCB + y ]
baseCr[ x, y ] = S'Base,Cr[ xCB + x, yCB + y ]
Changes in section S.8.4.2.2.1 Luma sample interpolation process
Replace the following equations


xZL = Clip3( 0, PicWidthInSamplesL – 1, xIntL + xDZL )

yZL = Clip3( 0, PicHeightInSamplesL – 1, yIntL + yDZL )
by the following

· If roi_flag is equal to 0,

x1SG = y1SG = 0


x2SG = PicWidthInSamplesL

y2SG = PicHeightInSamplesL
· If roi_flag is equal to 1,

i = mapUnitToSliceGroupMap[ yP * PicWidthInMbs + xP ] / 16


x1SG = (top_left[ i ] % PicWidthInMbs)*16


y1SG = (top_left[ i ] / PicWidthInMbs)*16


x2SG = (bottom_right[ i ] % PicWidthInMbs)*16


y2SG = (bottom_right[ i ] / PicWidthInMbs)*16


xZL = Clip3( x1SG, x2SG – 1, xIntL + xDZL )

yZL = Clip3( y1SG, y2SG – 1, yIntL + yDZL )
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The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to JVT
	
	

	
	
	


	Any other comments or remarks:
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