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Abstract
In this contribution, the adaptive coding of motion refinements as part of progressive refinement slices is investigated.  The impact of using a constant set of motion data for all progressive refinement slices of a pictures is analyzed.  And based on this analysis a first approach for adaptively refining motion data in progressive refinement slices has been investigated.  First experimental results show that coding efficiency gains of more than 1 dB can be obtained, when motion data refinements are coded in progressive refinement slices in addition to the refinements of texture information.  It is proposed to set up a new Core Experiment on that issue with the goal to significantly improve the coding efficiency of fine-granular SNR scalable coding, especially for large rate intervals.

1 Introduction

In the current SVC design [1]
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[2] two flavors of SNR scalability, coarse-grain and fine-grain scalability, are supported.  For coarse-grain SNR scalability the same concepts as for spatial scalability but without upsampling operations are used.  Thus, different SNR layers of the same picture are coded independently with layer-specific motion information.  In order to improve the coding efficiency compared to simulcast additional inter-layer prediction mechanisms are incorporated in order to employ base layer information for an efficient enhancement layer coding.  These inter-layer prediction mechanisms are adaptively switchable, so that an encoder can freely choose which dependencies between CGS layers need to be exploited for an efficient coding. The current design of progressive refinement slices used for fine-granular SNR scalability lacks such a feature; all FGS enhancement layers use the same motion information as the base layer.

In Figure 1, a comparison of the coding efficiency of coarse-grain and fine-grain SNR scalable coding is illustrated for an example sequence.  The base layer has been always coded in compliance with H.264/MPEG4-AVC.  Only the first picture of a sequence was intra-coded, and a GOP size of 16 pictures has been selected.  No motion-compensated update steps have been employed.  All encoder runs have been performed with rate-distortion optimized encoder control. The difference between the quantization parameters of the lowest and highest SNR layers was set to 12, which approximately corresponds to a factor of 4 in bit-rate.  The blue curve represent CGS runs with adaptive selection of the inter-layer prediction tools and quantization parameter differences of 6.  A corresponding CGS run for which all inter-layer prediction tools have always been used is represented by the green curve.  For both runs, the same motion parameters optimized for the lowest rate point have been chosen in the base layer.  A comparison of these 2 curves shows that the coding efficiency for the CGS enhancement layers can always be improved when the inter-layer prediction tools are adaptively selected, i.e. especially when the motion parameters for the enhancement layer are adaptively refined.
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Figure 1: Example for the efficiency of current JSVM SNR scalable coding strategies

The red curve represents an FGS coding run that is comparable with the CGS run of the green curve.  In both runs, the QP difference between successive layers is equal to 6 and no motion refinements are used.  But while with CGS only three bit-rates are provided, the rate for decoding the FGS bit-stream can be arbitrarily chosen in-side the supported interval.  The difference between the points of the green curve and the FGS layer end points of the red curve, which are marked by black circles, results from the fact that when using the FGS functionality the key pictures are only predicted from the base representation of previous key pictures, while in the CGS run the highest quality reference is always used for motion-compensated prediction.
It is a well-known fact that for an efficient coding of video sequences in rate-distortion sense the trade-off between motion and texture rate have to be optimized for the target bit-rate. However, in fine-granular SNR scalable video coding, the encoder decisions have to be optimized for a rate interval instead of a specific target rate. When the supported rate interval is large, e.g. when the rate increase between the lowest and highest rate point is greater than 100%, the usage of a single motion vector field generally results in poor coding efficiency. As illustrated above for the case of coarse-grain scalability the coding efficiency can be improved, when an adaptive refinement of motion data is possible.
The goal of our proposal is to combine the flexibility of FGS, provided by tools as cyclical block coding [4], with the coding efficiency of CGS, provided by adaptively switchable inter-layer prediction mechanisms for residual (texture) and motion data.

In sec. 2 we further analyzed the impact on coding efficiency when a single motion field is used for supporting a rate interval.  In sec. 3, a first version for incorporating motion data refinements in progressive refinement slices is presented.  First simulation results are presented in sec. 4.

2 Analysis of the impact of using a constant set of motion data for supporting a rate interval
We performed further experiments for analyzing the impact of using a constant set of motion parameters for supporting a rate interval.  The accompanying Excel document “JVT-Q031_ConstantMotion.xls” shows a comparison of single-layer coding (black curves) with SNR scalable coding (read curves, with and without quality layers [3]).  In addition rate-distortion curves for single-layer coding using a constant Lagrange parameter for motion estimation and mode decision (blue curves) and for single-layer coding using the same motion parameters as for the SNR scalable curves for all rate-distortion points (green curves) have been plotted inside the diagrams.  It can easily be seen that using “wrong” (i.e., in rate-distortion sense suboptimal) motion data does significantly penalize the coding performance (see Figure 2).  Note, that the green curves in the Excel document represent an upper limit for the performance of progressive refinement coding assuming that a progressive refinement coding of transform coefficient levels cannot be more efficient in rate-distortion sense than the transform coefficient coding for single-layer H.264/MPEG4-AVC.
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Figure 2: Example for coding performance degradation due to suboptimal motion data
3 Implementation of motion information refinement for FGS
In a first investigation, we changed the coding of macroblocks in FGS slices which correspond to P- and B-slices such that, similar to CGS coding, the encoder evaluates a Lagrangian cost functional 
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 for various possible coding options and then chooses the one yielding the lowest rate-distortion cost. These possible coding options can be summarized as follows:

· Using the base layer motion information and transmitting only residual refinement data. (This is the only mode supported by the current SVC design.)

· Transmitting new motion information together with new residual data. To achieve a better coding efficiency both the residual and motion data can be predicted from the base layer, similar to CGS. The usual macroblock and sub-macroblock partition modes as supported by H.264/MPEG4-AVC are possible, which means that up to 16 motion vectors for P-slices and up to 32 motion vectors for B-slices can be signaled.

Note, that for the case that no motion information is transmitted, the coding of that particular macroblock continues exactly as described in the current SVC WD [1]
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[2].  That means, using our proposed method of FGS coding it is still possible to achieve the same rate-distortion performance of the current JSVM, where the bit-rate is increased only by the very small amount of one binary information symbol per macroblock, which can very efficiently be coded using CABAC.

Note further, that at the decoder side the motion-compensated prediction still only has to be performed for the highest FGS layer to be decoded, which means there is no complexity increase due to the refinement of the motion data. For the coding of the motion data in our first simulations we used the same syntax elements as the base layer, but we believe that further improvements for coding motion refinements are possible.

The described mechanism of adaptive motion information refinement was implemented for the case of closed-loop coding in the JSVM software that is available with the CVS tag “JSVM_2_1_1”.  To enable the Lagrangian cost-driven mode decision we mainly moved the “residual transform” from the function RQFGSEncoder::xRequantizeMacroblock() to a new function MbEncoder::encodeFGS(), where, very similar to the existing functions MbEncoder::encodeInterP() or MbEncoder::estimatePrediction(), all the possible macroblock coding modes with and without using new motion vectors, and with and without inter-layer prediction for texture and/or motion data are evaluated and the (apparently) best one is chosen.
The used reference pictures for motion estimation are the same as used in the current implementation of closed-loop coding. Consequently, the motion data of temporal low-pass pictures are estimated using the reconstructed reference pictures at base layer quality, whereas for the high-pass pictures the reference pictures at the quality of the highest FGS layer are used.  Further efficiency improvements are expected when the “right” reference picture quality is used, i.e. the quality of that FGS layer for which the motion data is being estimated, since the limitation that one set of motion vectors has to “fit” for all FGS layers has been overcome.

To enable signaling of the new possible macroblock coding modes we modified the function RQFGSEncoder::xEncodingFGS() such that when during the cyclical block coding a macroblock is visited the first time, a binary information symbol gets coded whether for this particular macroblock new motion information will be transmitted at all. For the case no new motion data is coded, the coding of this macroblock continues as described in the current SVC WD. In the other case, before the coding of the first transform coefficient of this macroblock we transmit the used macroblock partitioning, the residual prediction flag and the motion prediction flag for signaling which kind of inter-layer prediction to be used as well as the reference frame index/indices and the motion vectors. For simplicity matters, here we use the same syntax elements as the base layer. An even better coding efficiency can be expected when using a more sophisticated way of coding the motion data.
For the coding of transform coefficients levels of macroblocks for which new motion information has been transmitted we use the same coding scheme as for the significance scan in the current SVC WD. Here also an in efficiency terms more appropriate solution may be found.
4 Experimental results
In order to compare the rate-distortion performance of the first investigated method of adaptive motion refinement with the current JSVM performance we encoded the test sequences at CIF resolution with 30 Hz frame rate using closed-loop coding with 2 FGS enhancement layers. We used the following test conditions:
	Sequence
	Residual QP
	Motion QP (at all stages)
	GOP size
	Intra period

	Bus
	48.7
	48
	32
	-1

	Football
	45.1
	45
	16
	-1

	Foreman
	47
	46
	32
	-1

	Mobile
	50.6
	49
	32
	-1

	City
	45
	42
	32
	32

	Crew
	46.3
	46
	8
	32

	Harbour
	47.7
	47
	32
	32

	Soccer
	45.4
	46
	16
	32


The results for two different rate intervals are summarized in the accompanying Excel document.  In the diagrams, rate-distortion curves with and without the additional usage of quality layers following [3] (dashed and solid curves, respectively) are plotted.  With our first implementation of adaptive motion data refinement in progressive refinement slices, we have measured coding efficiency gains of about 1 dB compared to the current JSVM for most sequences at the highest rate when using more than one FGS enhancement layer with a low bit-rate base layer.
5 Conclusion
In this contribution we compared the coding efficiency of FGS as specified in the current SVC WD with an extension that allows using different motion information in each FGS layer. The first experimental results show coding efficiency gains of up to more than 1 dB compared to the current FGS design for configurations where the FGS base layer has to be encoded at a very low bit-rate. Therefore we propose to set up a new Core Experiment to further study the approach of refining motion information in progressive refinement slices.
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