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Abstract
In this contribution, the proposal to improve the coding efficiency of Interactive Region of Interest (IROI) scalability is presented. In IROI coding, a picture is divided into many rectangular grid slices. One problem with dividing into many slices is the huge overhead of coding many NAL unit headers and slice headers using JSVM stream structure because each quality layer is coded in a separate slice. A new stream structure is proposed to reduce the header overhead, where several quality layers are coded in one slice. Another problem with dividing into many slices is the reduced coding efficiency of CABAC due to more initialization and less updating of CABAC contexts. Inter quality layer context continuation is proposed to improve the coding efficiency of CABAC. In inter quality layer context continuation, the context states are used continuously through all quality layers in a slice without initialization. From the experimental results, an analysis of the overheads comparison between JSVM stream structure and proposed IROI stream structure with 3 quality layers shows an overhead bitrate reduction by 75%. A 5% overall bitrate reduction and a PSNR gain of 0.3dB is observed for the ROI region when using inter quality layer context continuation.
1. Introduction

In JVT-Q020[2], the solution to support interactive ROI scalability by coding rectangular grid of MBs as independent slices is proposed. The coding efficiency penalty to support IROI scalability is presented in the experimental results. This tradeoff comes from dividing the picture into small grid slices which results in:

· Increased header overheads. As the grid slice becomes smaller in size, there are more slices and correspondingly, an increase in NAL unit headers and slice headers overhead per picture.
· Reduced coding efficiency of CABAC. As the grid slice becomes smaller in size, there is more frequent CABAC initialization across slices and less updating of CABAC contexts.
Two proposed solutions to improve the coding efficiency of IROI coding are presented in Section 2. Some experimental results are shown in Section 3. The proposed modifications to WD are suggested in Section 4 before the contribution is concluded in Section 5.
2. Proposed Solution
Two proposed solutions to improve the coding efficiency of IROI coding are presented in this section, namely a new stream structure with fewer overheads and inter quality layer context continuation as a CABAC improvement.
2.1 New Stream Structure
Figure 1 shows a typical IROI stream structure coded by current JSVM. Each quality layer slice (base quality/CGS or FGS) is coded separately with its own NAL unit header and slice header. This will lead to a significant overhead if there are many grid slices per picture. For example, start code prefix of NAL unit (0x000001) takes over 200 kbps in the case of 100 slices per frame, 4 quality layers and 30fps.

[image: image1]
Figure 1: Typical IROI stream structure coded by current JSVM
Figure 2 shows the proposed new stream structure to reduce header overhead. It has the following characteristics:

· It combines several quality layers slices (base quality/CGS and FGS) of the same spatial position into 1 NAL unit, therefore reducing NAL unit header and slice header overhead.
· A new ROI slice type is specified that includes several quality layers in 1 slice.
· It is proposed to use simple_priority_id for inferring luma_chroma_sep_flag and cabac_init_idc.
· JVT-P041[3] shows that most of Intra MB is coded as Intra_BL. Intra-BL only coding reduces bits of some syntax elements, because it is not necessary to code mb_type, base_mode_flag, intra_base_flag, prev/rem_intraNxN_pred_mode and intra_chroma_pred_flag.
 
[image: image2]
Figure 2: Proposed IROI stream structure
2.2 Inter Quality Layer Context Continuation
CABAC codes efficiently with predicting the next context states from the previous context states and update the context states. Current JSVM initializes the context states at the beginning of each quality layer, which results in reduced coding efficiency because the context states are not updated much in the case of many small grid slices. Inter quality layer context continuation is proposed to increase the frequency of updating context states. The context states are used continuously through all quality layers in a slice without initialization.
3. Experimental Results
This section shows comparisons of overheads and CABAC efficiency between current JSVM and proposed solutions.
3.1 Overheads Comparison
An analysis of the overheads comparison between JSVM stream structure and proposed IROI stream structure is shown in this subsection:

· Table 1 has the settings of this comparison, showing a frame has 99 grid slices, 1584 MB and so on.

· Table 2 and Table 3 show NAL unit header and slice header overheads respectively and how many bits each syntax element needs in the setting of Table 1.

· Table 4 shows the bitrate overhead in NAL unit and slice header calculated with an EXCEL sheet without software implementation, in the setting of Table 1.

Table 1: The setting of the overhead comparison
	PicWidth
	704

	PicHeight
	576

	Frame Rate
	30

	GridWidthInMb
	4

	GridHeightInMb
	4

	MBNumInGrid
	16

	GridWidthInPixel
	64

	GridHeightInPixel
	64

	PicWidthInGrid
	11

	PicHeightInGrid
	9

	GridNumInSlice
	99

	MBNumInSlice
	1584

	CGS Layer Num
	1

	FGS Layer Num
	2


Table 2: Overheads of NAL unit header
	Syntax Element
	Bit Number

	
	JSVM
	Proposal

	
	CGS
	FGS
	

	start code
	24
	24
	24

	forbidden_zero_bit
	1
	1
	1

	nal_ref_idc
	2
	2
	2

	nal_unit_type
	5
	5
	5

	simple_priority_id
	6
	6
	6

	discardable_flag
	1
	1
	1

	extension_flag
	1
	1
	1

	temporal_level
	
	
	

	dependency_id
	
	
	

	quality_level
	
	
	

	(A) Total Bits of a NAL unit header
	40
	40
	40

	(B) Number of NAL units in a grid
	1
	2
	1

	(B) Nubmer of girds in a frame
	99
	99
	99

	Total Bits of NAL unit headers in a frame
=(A)*(B)*(C)
	11880
	3960


Table 3: Overheads of Slice header

	Syntax Element
	Bit Number

	
	JSVM
	Proposal

	
	CGS
	FGS
	

	first_mb_in_slice
	19
	19
	11

	slice_type
	2
	2
	5

	fragmented_flag
	
	1
	

	fragment_order
	
	
	

	last_fragment_flag
	
	
	

	num_mbs_in_slice_minus1
	
	11
	

	luma_chroma_sep_flag
	
	1
	

	pic_parameter_set_id
	1
	
	1

	grid_width_in_mbs_minus1
	
	
	

	grid_height_in_map_unit _minus1
	
	
	

	frame_num
	13
	
	

	field_pic_flag
	
	
	

	bottom_field_flag
	
	
	

	idr_pic_id
	
	
	

	pic_order_cnt_lsb
	
	
	

	delta_pic_order_cnt_bottom
	
	
	

	delta_pic_order_cnt[ 0 ]
	
	
	

	delta_pic_order_cnt[ 1 ]
	
	
	

	redundant_pic_cnt
	
	
	

	direct_spatial_mv_pred_flag
	
	
	

	number_of_update_level
	1
	1
	

	base_id_plus1
	1
	
	

	adaptive_prediction_flag
	1
	
	

	num_ref_idx_active_override_flag
	
	
	

	num_ref_idx_l0_active_minus1
	
	
	

	num_ref_idx_l1_active_minus1
	
	
	

	num_ref_idx_update_active_override_flag
	
	
	

	num_ref_idx_update_l0_active
	
	
	

	num_ref_idx_update_l1_active
	
	
	

	base_pred_weight_table_flag
	
	
	

	cabac_init_idc
	1
	1
	

	slice_qp_delta
	1
	
	1

	disable_deblocking_filter_idc
	
	
	

	slice_alpha_c0_offset_div2
	
	
	

	slice_beta_offset_div2
	
	
	

	slice_group_change_cycle
	
	
	

	base_chroma_phase_x_plus1
	
	
	

	base_chroma_phase_y_plus1
	
	
	

	scaled_base_left_offset
	
	
	

	scaled_base_top_offset
	
	
	

	scaled_base_right_offset
	
	
	

	scaled_base_bottom_offset
	
	
	

	(A) Total Bits of a slice header
	40
	40
	40

	(B) Number of slice headers in a grid
	1
	2
	1

	(B) Nubmer of grids in a frame
	38
	32
	18

	Total Bits of slice headers in a frame
=(A)*(B)*(C)
	11880
	3960


Table 4: Total Overheads in NAL unit and slice header (Kbps)
	JSVM stream structure
	Proposed stream structure

	643.9
	168.2


From the analysis of the overheads comparison between JSVM stream structure and proposed IROI stream structure with 3 quality layers, an overhead bitrate reduction by 75% (from 644kbps to 168kbps) can be achieved.

3.2 Compression Efficiency

In this section, some experimental results are presented to illustrate the effect of inter quality layer context continuation. The experimental settings are according to the multiple IROI system as described in JVT-Q020. Some detailed settings are shown in Table 5 below.

Table 5: Experimental settings

	Test Sequence
	Soccer

	Layer 0

	Resolution
	CIF 30fps

	GOP structure
	I P P .. I (Intra Period=30)

	Layer 1

	Resolution
	4CIF 30fps

	GOP structure
	I I I

	Inter layer prediction
	always

	Base Qp
	41

	FGS
	2 layer

	ROI

	Grid width in MBs
	4

	Grid height in MBs
	4

	access granularity
	64 pixels

	User-selected ROI
	5x3 grid in centre of picture


Table 6: Experimental results of inter quality layer context continuation

	 
	 
	 
	IROI coding
	IROI coding

	Inter quality layer context continuation
	NO
	YES

	Encode
	Layer1
CIF30
	Bitrate (kbps)
	789.60

	
	
	Y-PSNR (dB)
	36.37

	
	Layer2
4CIF30
	Bitrate range (kbps)
	1063

	
	
	
	5909
	5583

	
	
	Y-PSNR range (dB) of whole picture
	32.38

	
	
	
	37.06

	Decode
	whole picture
	Bitrate (kbps)
	1524
	1524

	
	
	Y-PSNR (dB) of whole picture
	32.69
	32.75

	
	ROI
5x3 grid/

20x12 MB
	Bitrate (kbps)
	1534
	1534

	
	
	Y-PSNR (dB) of whole picture
	32.54
	32.55

	
	
	Y-PSNR (dB) of ROI
	36.38
	36.68


A 5% bitrate reduction is observed when using inter quality layer context continuation. The maximum bitrate reduces from 5909kbps to 5583kbps. When the ROI region, which is the centre 5x3 grid slices of the picture, is decoded at 1534kbps, inter quality layer context continuation has a PSNR gain of 0.3dB for the ROI region.
4. Proposed Modification in SVC WD 3.0
Below is the proposed modification to the specification in the SVC WD 3.0 [1] for this solution.
Modification in S.7.3.6 and S.7.4.6: Slice header in scalable extension
	slice_header_in_scalable_extension( ) {
	C
	Descriptor

	  first_mb_in_slice
	2
	ue(v)

	  slice_type
	2
	ue(v)

	  if( slice_type  = =  PR )  {
	
	

	    fragmented_flag
	2
	u(1)

	    if ( fragmented_flag  = =  1 ) {
	
	

	      fragment_order
	2
	ue(v)

	      if ( fragment_order  !=  0)
	
	

	        last_fragment_flag
	2
	u(1)

	    }
	
	

	    if ( fragment_order  = =  0 ) {
	
	

	      num_mbs_in_slice_minus1
	2
	ue(v)

	      luma_chroma_sep_flag
	2
	u(1)

	    }
	
	

	  }
	
	

	  else if (slice_type == ROI) {
	
	

	    pic_parameter_set_id
	2
	ue(v)

	    luma_chroma_sep_flag = simple_priority_id % 2
	
	

	    cabac_init_idc = ( simple_priority_id >> 1 ) % 4
	
	

	  }
	
	

	  if(slice_group_map_type == 7 ) {
	
	

	    slice_group_id = first_mb_in_slice
	
	

	    first_mb_in_slice = FirstMbsInGrid( slice_group_id )
	
	

	    num_mbs_in_slice_minus1 = GetNumMbsInGrid(slice_group_id) - 1
	
	

	  }
	
	

	  if ( ( slice_type  !=  PR  | |  fragment_order  = =  0 )
&& slice_type != ROI ) {
	
	

	    pic_parameter_set_id
	2
	ue(v)

	    frame_num
	2
	u(v)

	    if( !frame_mbs_only_flag ) {
	
	

	      field_pic_flag
	2
	u(1)

	      if( field_pic_flag )
	
	

	        bottom_field_flag
	2
	u(1)

	    }
	
	

	    if( nal_unit_type  = =  21 )
	
	

	      idr_pic_id
	2
	ue(v)

	    if( pic_order_cnt_type  = =  0 ) {
	
	

	      pic_order_cnt_lsb
	2
	u(v)

	      if( pic_order_present_flag &&  !field_pic_flag )
	
	

	        delta_pic_order_cnt_bottom
	2
	se(v)

	    }
	
	

	    if( pic_order_cnt_type = = 1 && !delta_pic_order_always_zero_flag ) {
	
	

	      delta_pic_order_cnt[ 0 ]
	2
	se(v)

	      if( pic_order_present_flag  &&  !field_pic_flag )
	
	

	        delta_pic_order_cnt[ 1 ]
	2
	se(v)

	    }
	
	

	  }
	
	

	  if( slice_type  !=  PR && slice_type != ROI ) {
	
	

	    if( redundant_pic_cnt_present_flag )
	
	

	      redundant_pic_cnt
	2
	ue(v)

	    if( slice_type  = =  EB )
	
	

	      direct_spatial_mv_pred_flag
	2
	u(1)

	    number_of_update_level
	2
	ue(v)

	    base_id_plus1
	2
	ue(v)

	    if( base_id_plus1  !=  0 )  {
	
	

	      adaptive_prediction_flag
	2
	u(1)

	    }
	
	

	    if( slice_type = = EP  | |  slice_type = = EB ) {
	
	

	      num_ref_idx_active_override_flag
	2
	u(1)

	      if( num_ref_idx_active_override_flag ) {
	
	

	        num_ref_idx_l0_active_minus1
	2
	ue(v)

	        if( slice_type  = =  EB )
	
	

	          num_ref_idx_l1_active_minus1
	2
	ue(v)

	      }
	
	

	    }
	
	

	    ref_pic_list_reordering( )
	2
	

	    if ( number_of_update_level > 0 ) {
	
	

	      num_ref_idx_update_active_override_flag
	2
	u(1)

	      if (num_ref_idx_update_active_override_flag) 
	
	

	        for( decLvl = 0; decLvl < number_of_update_level; decLvl++ ) {
	
	

	          num_ref_idx_update_l0_active[ decLvl + 1 + temporal_level ]
	2
	ue(v)

	          num_ref_idx_update_l1_active[ decLvl + 1 + temporal_level ]
	2
	ue(v)

	        }
	
	

	      else
	
	

	        for( decLvl = 0; decLvl < number_of_update_level; decLvl++ ) {
	
	

	          num_ref_idx_update_l0_active[ decLvl + 1 + temporal_level]
 =num_ref_idx_update_l0_active_default
	
	

	          num_ref_idx_update_l1_active[ decLvl + 1 + temporal_level] 
=num_ref_idx_update_l1_active_default
	
	

	        }
	
	

	    }
	
	

	    if( ( weighted_pred_flag  &&  slice_type = = EP  )  | |
      ( weighted_bipred_idc  = =  1  &&  slice_type  = =  EB ) ) {
	
	

	      if( adaptive_prediction_flag)
	
	

	        base_pred_weight_table_flag
	2
	u(1)

	      if( base_pred_weight_table_flag = = 0 )
	
	

	        pred_weight_table( )
	
	

	    }
	
	

	    if( nal_ref_idc != 0 )
	
	

	      dec_ref_pic_marking( )
	2
	

	    if( entropy_coding_mode_flag  &&  slice_type != EI )
	
	

	      cabac_init_idc
	2
	ue(v)

	  }
	
	

	  if ( slice_type  !=  PR  | |  fragment_order  = =  0 ) {
	
	

	    slice_qp_delta
	2
	se(v)

	    if( deblocking_filter_control_present_flag
&& slice_type != ROI ) {
	
	

	      disable_deblocking_filter_idc
	2
	ue(v)

	      if( disable_deblocking_filter_idc  !=  1 ) {
	
	

	        slice_alpha_c0_offset_div2
	2
	se(v)

	        slice_beta_offset_div2
	2
	se(v)

	      }
	
	

	    }
	
	

	  }
	
	

	  if( slice_type  !=  PR && slice_type != ROI )
	
	

	    if( num_slice_groups_minus1 > 0  &&
      slice_group_map_type >= 3  &&  slice_group_map_type <= 5)
	
	

	      slice_group_change_cycle
	2
	u(v)

	  if( slice_type  !=  PR  && extended_spatial_scalability > 0 ) {
	
	

	    if ( chroma_format_idc > 0 ) {
	
	

	      base_chroma_phase_x_plus1
	2
	u(2)

	      base_chroma_phase_y_plus1
	2
	u(2)

	    }
	
	

	    if( extended_spatial_scalability = = 2 ) {
	
	

	      scaled_base_left_offset
	2
	se(v)

	      scaled_base_top_offset
	2
	se(v)

	      scaled_base_right_offset
	2
	se(v)

	      scaled_base_bottom_offset
	2
	se(v)

	    }
	
	

	  }
	
	

	  SpatialScalabilityType = spatial_scalability_type( )
	
	

	}
	
	


slice_type equal to 4 represents ROI slice.
	slice_type
	Name of slice_type

	0
	EB (B slice in scalable extension)

	1
	EP (P slice in scalable extension)

	2
	EI (I slice in scalable extension)

	3
	PR (progressive refinement slice)

	4
	ROI ( ROI slice in scalable extension )


slice_group_id is inferred by re-interpreting first_mb_in_slice as grid_slice_id, if slice_group_map_type == 7.

luma_chroma_sep_flag is inferred with LSB of simple_priority_id in NAL unit header, if slice_type is equal to ROI.

cabac_init_idc is inferred with the 2nd and 3rd bits from LSB of simple_priority_id in NAL unit header, if slice_type is equal to ROI.

Modification in S.7.3.7 and S.7.4.7: Slice data in scalable extension
	slice_data_in_scalable_extension( ) {
	C
	Descriptor

	  while( !byte_aligned( ) )
	
	

	    cabac_alignment_one_bit
	2
	f(1)

	  CurrMbAddr = first_mb_in_slice * ( 1 + MbaffFrameFlag )
	
	

	  do {
	
	

	    if( MbaffFrameFlag && ( CurrMbAddr % 2  = =  0 ) )
	
	

	      mb_field_decoding_flag
	2
	ae(v)

	    macroblock_layer_in_scalable_extension( )
	2 | 3 | 4
	

	    if( MbaffFrameFlag && ( CurrMbAddr % 2  = =  0 ) )
	
	

	      moreDataFlag = 1
	
	

	    else {
	
	

	      end_of_slice_flag
	2
	ae(v)

	      moreDataFlag = ! end_of_slice_flag
	
	

	    }
	
	

	    CurrMbAddr = NextMbAddress( CurrMbAddr )
	
	

	  } while( moreDataFlag )
	
	

	  while( slice_type == ROI && moreCabacDataInNalUnit() ) {
	
	

	    progressive_refinement_slice_data_in_scalable_extension()
	2 | 3 | 4
	

	  }
	
	

	}
	
	


Modification in S.7.3.8 and S.7.4.8: Macroblock layer in scalable extension
	macroblock_layer_in_scalable_extension( ) {
	C
	Descriptor

	  if( in_crop_window( CurrMbAddr ) && slice_type != ROI )
	
	

	    if( base_id_plus1  !=  0  &&  adaptive_prediction_flag &&

      in_crop_window( CurrMbAddr )  ) {
	
	

	      base_mode_flag
	2
	ae(v)

	      if( ! base_mode_flag  &&  SpatialScalabilityType > 0   &&
           ! intra_base_mb( CurrMbAddr ) )
	
	

	        base_mode_refinement_flag
	2
	ae(v)

	    }
	
	

	  }
	
	

	  if( ! base_mode_flag  &&  ! base_mode_refinement_flag
&& slice_type != ROI ) {
	
	

	    mb_type
	2
	ae(v)

	    if( mb_type  = =  I_NxN  &&  base_id_plus1  !=  0 )
	
	

	      intra_base_flag
	2
	ae(v)

	  } else if( slice_type == ROI ) {
	
	

	    mb_type = I_8x8
	
	

	    intra_base_flag = 1
	
	

	  }
	
	

	  if( mb_type  = =  I_PCM ) {
	
	

	    while( !byte_aligned( ) )
	
	

	      pcm_alignment_zero_bit
	2
	f(1)

	    for( i = 0; i < 256; i++ )
	
	

	      pcm_sample_luma[ i ]
	2
	u(v)

	    for( i = 0; i < 2 * MbWidthC * MbHeightC; i++ )
	
	

	      pcm_sample_chroma[ i ]
	2
	u(v)

	  } else {
	
	

	    NoSubMbPartSizeLessThan8x8Flag = 1
	
	

	    if( mb_type  !=  I_NxN  &&

      MbPartPredMode( mb_type, 0 )  !=  Intra_16x16  &&
      NumMbPart( mb_type )  = =  4 && slice_type != ROI ) {
	
	

	      sub_mb_pred_in_scalable_extension( mb_type )
	2
	

	      for( mbPartIdx = 0; mbPartIdx < 4; mbPartIdx++ )
	
	

	        if( sub_mb_type[ mbPartIdx ]  !=  B_Direct_8x8 ) {
	
	

	          if( NumSubMbPart( sub_mb_type [ mbPartIdx ] )  >  1 )
	
	

	            NoSubMbPartSizeLessThan8x8Flag = 0
	
	

	        } else if( !direct_8x8_inference_flag )
	
	

	          NoSubMbPartSizeLessThan8x8Flag = 0
	
	

	    } else {
	
	

	      if( transform_8x8_mode_flag  &&  mb_type  = =  I_NxN )
	
	

	        transform_size_8x8_flag
	2
	ae(v)

	      mb_pred_in_scalable_extension( mb_type )
	2
	

	    }
	
	

	    if( MbPartPredMode( mb_type, 0 )  !=  Intra_16x16 ) {
	
	

	      coded_block_pattern
	2
	ae(v)

	      if( CodedBlockPatternLuma > 0  &&

         transform_8x8_mode_flag  &&  mb_type  !=  I_NxN &&

         NoSubMbPartSizeLessThan8x8Flag  &&

         !( MbPartPredMode( mb_type, 0 )  = =  B_Direct_16x16 &&

          !direct_8x8_inference_flag ) )
	
	

	        transform_size_8x8_flag
	2
	ae(v)

	    }
	
	

	    if( CodedBlockPatternLuma > 0 | | CodedBlockPatternChroma > 0 | |
      MbPartPredMode( mb_type, 0 )  = =  Intra_16x16 ) {
	
	

	      mb_qp_delta
	2
	ae(v)

	      residual_in_scalable_extension( )
	3 | 4
	

	    }
	
	

	  }
	
	

	}
	
	


Modification in S.7.3.9 and S.7.4.9: Progressive refinement slice data in scalable extension

The description about FGS Layer from S.7.3.9 to S.7.3.9.6 is modified as follows:
· From PicWidthInMbs to GridSliceWidthInMbs
· From PicHeightInMbs to GridSliceHeightInMbs
· ( b4x4IdxX , b4x4IdxY ) is ( 0, 0 ) at the left top position in a Grid-Slice.

5. Conclusions
In this contribution, the proposal to improve the coding efficiency of Interactive Region of Interest (IROI) scalability is presented. In IROI coding, a picture is divided into many rectangular grid slices. One problem with dividing into many slices is the huge overhead of coding many NAL unit headers and slice headers using JSVM stream structure because each quality layer is coded in a separate slice. A new stream structure is proposed to reduce the header overhead, where several quality layers are coded in one slice. Another problem with dividing into many slices is the reduced coding efficiency of CABAC due to more initialization and less updating of CABAC contexts. Inter quality layer context continuation is proposed to improve the coding efficiency of CABAC. In inter quality layer context continuation, the context states are used continuously through all quality layers in a slice without initialization. From the experimental results, an analysis of the overheads comparison between JSVM stream structure and proposed IROI stream structure with 3 quality layers shows an overhead bitrate reduction by 75%. A 5% overall bitrate reduction and a PSNR gain of 0.3dB is observed for the ROI region when using inter quality layer context continuation.

We recommend considering the proposed solution as a ROI tool in SVC to improve coding efficiency of IROI coding.
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