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Abstract
In the applications and requirements document for scalable video coding, one of the requirements is interactive region of interest (IROI) scalability. This is distinguished from predefined ROI fixed at encoder side, where current FMO (e.g. FMO map type 2) is known to be capable of achieving. The applications of IROI are discussed. The solution to support interactive ROI scalability by coding rectangular grid of MBs as independent slices is proposed. Coding of grid slices can be specified by a new FMO map type 7 for grid slice groups to reduce overhead bits. From the experimental results, the coding efficiency penalty to support IROI scalability is 15% bitrate increase for the overall bitstream but IROI coding shows a 3dB gain in PSNR for the user-selected ROI region. Subjective quality of ROI region is also enhanced with more details. Moreover, IROI decoding has an additional benefit of lower decoder complexity according to experimental results. Lastly, a bug fix in JSVM software is also reported in this contribution.
1. Introduction
In the “Applications and Requirements for Scalable Video Coding” [2], one of the requirements is region of interest (ROI) scalability as described below:

Requirement:

Scalable coding should support a mechanism that permits interactive rectangular region of interest scalability with an access granularity of 32 pixels.

Example

For instance, a user may desire that a certain region of the video should be displayed at a requested quality. Functions such as zoom and pan of the ROI are to be directed by the user (at the receiver end). Region of Interest scalability allows the user to both designate and obtain a region on the screen under the available bandwidth.

This is distinguished from predefined ROI fixed at encoder side, where FMO (e.g. FMO map type 2: foreground + leftover) is known to be capable of achieving. In Figure 1 below, the picture is divided into 3 slice groups. Slice groups 0 and 1 are the foreground or predefined ROI at encoder side. Slice group 2 is the leftover part. It is possible for the user to select ROI #1 or #2 which corresponds to slice groups 0 and 1, but not ROI #3.

[image: image1]
Figure 1: predefined ROI fixed at encoder using FMO map type 2

Two applications requiring interactive ROI (IROI) scalability are discussed in Section 2. The proposed solution is presented in Section 3. Some experimental results are shown in Section 4. The proposed modifications to WD are suggested in Section 5 before the contribution is concluded in Section 6.
2. Applications

This section describes 2 applications requiring IROI scalability.
2.1 Real-time monitoring
Figure 2 represents an example of real-time monitoring for surveillance system. Client-A, B and C see video captured from a camera with different quality, depending on each user’s preference and terminal capability.
Client-A:
· Client-A has the AVC decoder with a medium display and narrow network.

· Client-A wants to see the whole region of video.

· Client-A receives only AVC stream.

· Client-A prefers high frame rate and low resolution at low bit rate.
Client-B:

· Client-B has a mobile terminal with a small display and narrow unstable network.

· Client-B wants to see a particular region of video at high resolution rather than the whole region at low resolution. The ROI can be a suspicious object left unattended.
· Client-B receives AVC base stream and his ROI stream that enhances the resolution of ROI selected by him.
· Client-B prefers low frame rate and his selected ROI is enhanced and digitally zoomed in.
Client-C:

· Client-C has a PC with a big display and broad network.
· Client-C wants to see 2 videos. One video is that of the whole region at high frame rate and low resolution to continuously monitor the environment for possible new suspicious person. The other video is his selected ROI which is the detailed face of a suspicious person at high frame rate and high resolution. Note that ROI selected by Client-C is different from ROI selected by Client-B. The camera zoom operation to provide high quality at selected ROI is not preferred here because it disables other regions from surveillance.
· Client-C receives AVC base stream and his ROI stream that enhances the resolution of ROI selected by him.
· One whole region video has low resolution and high frame rate. The ROI video has high frame rate and high resolution, and his selected ROI is enhanced and digitally zoomed in.
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Figure 2: An example of Real-time Monitoring

2.2 Multi Points Video Conference

Figure 3 shows an example of Multi Points Video Conference.
· Each client sees multiple windows on a display in a bandwidth limited network.

· In the case of N-points conference, there are 1 uplink stream and N-1 downlink streams on each PC, which consumes too much bitrates.

· The conference has many potential ROIs and it is not possible to display high resolution ROIs for all windows due to display resolution or bandwidth constraints. It is also unnecessary because a client can focus on only a few regions of interest each time. A client can select a few ROIs which are different from another client.
[image: image3.wmf]
Figure 3: An example of Multi Points Conference
3. Proposed Solution

3.1 Regular Rectangular Grid Slice Partition

For SVC to support interactive rectangular ROI scalability, the proposed solution is to divide the picture into regular rectangular slice partitions, like grids. Each grid slice comprises of several macroblocks and can be decoded independent of other grid slices. In this way, when a user selects a ROI, the few grid slices that correspond to the selected ROI can be extracted and decoded normally. The access granularity of IROI scalability depends on the size of the rectangular grid slice. For example, Figure 4 shows how a picture is divided into slice partitions of 2 MBs by 2 MBs grids to achieve interactive rectangular ROI scalability with an access granularity of 32 pixels. Any user-selected ROI (e.g. ROI #1, ROI #2 and ROI #3) can be extracted and decoded from the full video stream.
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Figure 4: Interactive rectangular ROI using grid slice partition
Figure 5 shows a typical FMO-based MB to slice group allocation map showing the slice group ID of each MB for the proposed grid slice partition. This grid slice partition map may be represented using FMO map type 2: foreground + leftover slice groups but it requires coding the top_left and bottom_right parameters for every grid slice. The number of grid slice (and corresponding parameters overhead) increase as access granularity becomes finer. Alternatively, grid slice partition map may be represented using FMO map type 6: explicit assignment but it requires coding the slice_group_id for every MB. This can amount to a significant overhead. Therefore, a new FMO map type 7: grid slice group is proposed where only 2 parameters (grid width and grid height) are necessary to represent the regular rectangular grid slice partitions. In cases where the picture width and/or height are not multiple of grid width and/or height, the grid slice at the right boundary may have a smaller grid width equivalent to the remaining MBs at the right and the grid slice at the bottom boundary may have a smaller grid height equivalent to the remaining MBs at the bottom.

[image: image4]
Figure 5: MB to slice group allocation map with slice group ID for grid slice partition
3.2 Multiple IROI System
A typical multiple IROI system which supports IROI scalability and consists of 1 encoder, 1 extractor and some decoders is shown in Figure 6. The encoder encodes video captured from the camera with 2 spatial resolution layers. The extractor inputs the full video stream from the encoder and user-defined ROI information from the decoders, and outputs different user-defined ROI streams to the respective decoders. The decoder of each client decodes pictures which have higher resolution at the user-selected ROI region and up-sampled lower resolution at non-ROI regions.
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Figure 6: An example of multiple IROI system including 1 encoder, 1 extractor and some decoders

[image: image6]
Figure 7: An example of coder structure for multiple IROI system
The corresponding coder structure is shown in Figure 7. The base (low resolution) layer is coded as standard AVC without B frame for low-delay. The spatial enhancement (high resolution) layer is coded with IROI scalability support for multiple IROI.

The high resolution layer has the following features:
· Grid slice: The picture is divided into regular rectangular grid slice partitions to support IROI scalability.
· Intra-only coding to support random accessibility for IROI. The user may change ROI at any time.

· FGS Layers for SNR scalability.
· Inferring first_mb_in_slice from slice_group_id. Each grid slice has slice_group_id indicating its position in the picture. For example in Figure 5, the slice with slice_group_id = 15 has first_mb_in_slice = 60. The value 60 needs more bits to represent by Exp-Golomb code. In order to save bits for coding first_mb_in_slice in slice header, slice_group_id is coded and first_mb_in_slice can be inferred using sum of MBs of all grid slice groups with slice_group_id = 0 to slice_group_id = 14.
4. Experimental Results

In this section, some experimental results are presented to illustrate the effect of supporting IROI scalability in SVC. The experimental settings are according to the multiple IROI system as described in section 3.2. Some detailed settings are shown in Table 1 below.
Table 1: Experimental settings

	Test Sequence
	Crew

	Layer 0

	Resolution
	CIF 30fps

	GOP structure
	I P P .. I (Intra Period=30)

	Layer 1

	Resolution
	4CIF 30fps

	GOP structure
	I I I

	Inter layer prediction
	always

	Base Qp
	41

	FGS
	3 layer

	ROI

	Grid width in MBs
	4

	Grid height in MBs
	4

	access granularity
	64 pixels


4.1 Bug Fix (Informative)
In subclause S.9.3.3.1.1.4 regarding assignment process of ctxIdxInc for coded_block_pattern using neighbouring syntax elements, it is specified that if mbAddrN is not available, condTermFlag is set equal to 0. It is realized that condTermFlag is set equal to 1 instead of 0 in the JSVM software (see MbDataAccess.h). Table 2 below shows the coding efficiency improvement due to the software bug fix. For non-IROI coding, the bug fix has little effect because mbAddrN is not available only for the top and left boundary of the picture. For IROI coding, the bug fix has a bitrate reduction of 53kbps~68kbps at the same PSNR. This is because there is a higher rate of mbAddrN being not available at the top and left boundary of every grid slice.
Table 2: Experimental results showing bug fix

	 
	 
	 
	non-IROI coding (bug)
	non-ROI coding (bug fix)
	IROI coding (bug)
	IROI coding (bug fix)

	Encode
	Layer1
CIF30
	Bitrate (kbps)
	748.03
	748.00
	748.03
	748.00

	
	
	Y-PSNR (dB)
	36.64

	
	Layer2
4CIF30
	Bitrate range (kbps)
	835.69
	834.33
	1002.45
	949.23

	
	
	
	9161.96
	9166.24
	10645.00
	10576.44

	
	
	Y-PSNR range (dB) of whole picture
	33.97
	33.97

	
	
	
	41.19
	41.22


4.2 Objective Quality
The objective of this experiment is to compare the coding efficiency of IROI coding against non-IROI coding. For non-IROI coding, the whole picture is coded as 1 slice. For IROI coding, the picture is coded as multiple grid slices and the ROI region is determined after encoding. The ROI region is a 2x2 grid (or 8x8 MB) and is the face of 1 person from Frame 0 to Frame 159 and switches interactively to the face of another person from Frame 160 to Frame 299 (See section 4.3 for user-selected ROIs). The bug fixed version of JSVM software is used.
Table 3: Experimental results of IROI coding vs. non-IROI coding
	 
	 
	 
	non-IROI coding
	IROI coding

	Encode
	Layer1
CIF30
	Bitrate (kbps)
	748.00
	748.00

	
	
	Y-PSNR (dB)
	36.64
	36.64

	
	Layer2
4CIF30
	Bitrate range (kbps)
	834.33
	949.23

	
	
	
	9166.24
	10576.44

	
	
	Y-PSNR range (dB) of whole picture
	33.97
	33.97

	
	
	
	41.19
	41.22

	Decode
	whole picture
	Bitrate (kbps)
	1024
	1020

	
	
	Y-PSNR (dB) of whole picture
	34.35
	33.97

	
	ROI
2x2 grid/
8x8 MB
	Bitrate (kbps)
	1024
	1024

	
	
	Y-PSNR (dB) of whole picture
	34.35
	33.76

	
	
	Y-PSNR (dB) of ROI
	34.25
	37.58

	
	
	decoding time (ms)
	 50734
	 35672


Observations
· IROI coding has up to 15% bitrate increase for the overall bitstream, when compared to non-IROI coding. When the whole picture is extracted at 1024kbps, IROI coding has a PSNR drop of 0.4dB for the whole picture. This coding efficiency penalty is the tradeoff to support IROI scalability. This penalty comes from dividing the picture into small grid slices where there are more NAL unit and slice headers overhead per picture and more CABAC initialization across slices.
· When the IROI coded bitstream is extracted according to the user-selected ROI at 1024kbps, it has a PSNR drop of 0.6dB for the whole picture. However, the ROI is greatly enhanced with a PSNR gain of more than 3dB and it is the region where the user is focused on.
· IROI decoding also has an additional benefit of lower decoder complexity as illustrated from the decoding time. In this experiment, IROI decoding shows a 30% complexity reduction compared to non-IROI decoding
4.3 Subjective Quality

Figures 8 to 11 shows some subjective quality of IROI coding compared to non-IROI coding. The green box refers to the user-selected ROI region and corresponds to the face of 2 crew members. It is observed that the subjective quality of ROI region is enhanced with more details on the faces.
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Figure 8: Subjective quality of IROI coding vs. non-IROI coding on Frame 3 of Crew
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Figure 9: Subjective quality of IROI coding vs. non-IROI coding on Frame 19 of Crew


[image: image9.png]



Figure 10: Subjective quality of IROI coding vs. non-IROI coding on Frame 196 of Crew
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Figure 11: Subjective quality of IROI coding vs. non-IROI coding on Frame 197 of Crew

5. Proposed Modification in SVC WD 3.0
Below is the proposed modification to the specification in the SVC WD 3.0 [1] for this solution.
S.7.3.2.13 Picture parameter set in scalable extension RBSP syntax
	pic_parameter_set_in_scalable_extension_rbsp( ) {
	C
	Descriptor

	  pic_parameter_set_id
	1
	ue(v)

	  seq_parameter_set_id
	1
	ue(v)

	  entropy_coding_mode_flag
	1
	ue(1)

	  pic_order_present_flag
	1
	ue(1)

	  num_slice_groups_minus1
	1
	ue(v)

	  if( num_slice_groups_minus1 > 0 ) {
	
	

	    slice_group_map_type
	1
	ue(v)

	    if( slice_group_map_type = = 0 )
	
	

	      for( iGroup = 0; iGroup <= num_slice_groups_minus1; iGroup++ )
	
	

	        run_length_minus1[ iGroup ]
	1
	ue(v)

	    else if( slice_group_map_type = = 2 )
	
	

	      for( iGroup = 0; iGroup < num_slice_groups_minus1; iGroup++ ) {
	
	

	        top_left[ iGroup ]
	1
	ue(v)

	        bottom_right[ iGroup ]
	1
	ue(v)

	      }
	
	

	    else if( slice_group_map_type = = 3 | |

          slice_group_map_type = = 4 | |

          slice_group_map_type = = 5 ) {
	
	

	      slice_group_change_direction_flag
	1
	u(1)

	      slice_group_change_rate_minus1
	1
	ue(v)

	    } else if( slice_group_map_type = = 6 ) {
	
	

	      pic_size_in_map_units_minus1
	1
	ue(v)

	      for( i = 0; i <= pic_size_in_map_units_minus1; i++ )
	
	

	        slice_group_id[ i ]
	1
	u(v)

	    } else if( slice_group_map_type == 7 ) {
	
	

	      grid_slice_width_in_mbs_minus1
	1
	ue(v)

	      grid_slice_height_in_map_units_minus1
	1
	ue(v)

	    }
	
	

	  }
	
	

	  num_ref_idx_l0_active_minus1
	1
	ue(v)

	  num_ref_idx_l1_active_minus1
	1
	ue(v)

	weighted_pred_flag
	1
	u(1)

	weighted_bipred_idc
	1
	u(2)

	pic_init_qp_minus26 /* relative to 26 */
	1
	se(v)

	pic_init_qs_minus26 /* relative to 26 */
	1
	se(v)

	chroma_qp_index_offset
	1
	se(v)

	deblocking_filter_control_present_flag
	1
	u(1)

	constrained_intra_pred_flag
	1
	u(1)

	redundant_pic_cnt_present_flag
	1
	u(1)

	rbsp_trailing_bits( )
	1
	

	}
	
	


S.7.4.2.13 Picture parameter set in scalable extension RBSP semantics
slice_group_map_type has the same semantics as slice_group_map_type in subclause S.7.4.2.2.

In additional, slice_group_map_type equal to 7 specifies grid slice groups.
grid_slice_width_in_mbs_minus1 plus 1 specifies the width of each grid slice in units of macroblocks
The variable GridSliceWidthInMbs is derived as follows

GridSliceWidthInMbs = grid_slice_width_in_mbs_minus1 + 1
If (PicWidthInMb % GridSliceWidthInMbs != 0), the right most grid slices have a width of (PicWidthInMb % GridSliceWidthInMbs) macroblocks.

grid_slice_height_in_map_units_minus1 plus 1 specifies the height of each grid slice in slice group map units
The variable GridSliceHeightInMapUnits is derived as follows

GridSliceHeightInMapUnits = grid_slice_height_in_map_units_minus1 + 1
If (PicHeightInMapUnits % GridSliceHeightInMapUnits != 0), the bottom most grid slices have a height of (PicHeightInMapUnits % GridSliceHeightInMapUnits) slice group map units.
S.7.4.6 Slice header in scalable extension semantics
Replace the following
first_mb_in_slice has the same semantics as first_mb_in_slice in subclause S.7.4.3.
with the following
If slice_group_map_type is equal 7, first_mb_in_slice specifies the slice group id of the slice.

The address of the first macroblock in the slice is derived as follows:

slice_grid_id = first_mb_in_slice
picWidthInGrid = (PicWidthInMbs + grid_slice_width_in_mbs_minus1) / GridSliceWidthInMbs
gridX = slice_grid_id % picWidthInGrid
gridY = slice_grid_id / picWidthInGrid
first_mb_in_slice = gridY*GridSliceHeightInMapUnits*PicWidthInMbs + gridX*GridSliceWidthInMbs
Otherwise (slice_group_map_type is not equal 7), first_mb_in_slice has the same semantics as first_mb_in_slice in subclause S.7.4.3.
S.8.2.2 Decoding process for macroblock to slice group map

The specification of this subclause in AVC shall apply with the following modifications.
1) Replace the following paragraph of this section in AVC

· Otherwise (num_slice_groups_minus1 is not equal to 0), mapUnitToSliceGroupMap is derived as follows.
–
If slice_group_map_type is equal to 0, the derivation of mapUnitToSliceGroupMap as specified in subclause S.8.2.2.1 applies.

–
Otherwise, if slice_group_map_type is equal to 1, the derivation of mapUnitToSliceGroupMap as specified in subclause S.8.2.2.2 applies.

–
Otherwise, if slice_group_map_type is equal to 2, the derivation of mapUnitToSliceGroupMap as specified in subclause S.8.2.2.3 applies.

–
Otherwise, if slice_group_map_type is equal to 3, the derivation of mapUnitToSliceGroupMap as specified in subclause S.8.2.2.4 applies. 

–
Otherwise, if slice_group_map_type is equal to 4, the derivation of mapUnitToSliceGroupMap as specified in subclause S.8.2.2.5 applies.

–
Otherwise, if slice_group_map_type is equal to 5, the derivation of mapUnitToSliceGroupMap as specified in subclause S.8.2.2.6 applies.

–
Otherwise (slice_group_map_type is equal to 6), the derivation of mapUnitToSliceGroupMap as specified in subclause S.8.2.2.7 applies.

with the following
· Otherwise (num_slice_groups_minus1 is not equal to 0), mapUnitToSliceGroupMap is derived as follows.
–
If slice_group_map_type is equal to 0, the derivation of mapUnitToSliceGroupMap as specified in subclause S.8.2.2.1 applies.

–
Otherwise, if slice_group_map_type is equal to 1, the derivation of mapUnitToSliceGroupMap as specified in subclause S.8.2.2.2 applies.

–
Otherwise, if slice_group_map_type is equal to 2, the derivation of mapUnitToSliceGroupMap as specified in subclause S.8.2.2.3 applies.

–
Otherwise, if slice_group_map_type is equal to 3, the derivation of mapUnitToSliceGroupMap as specified in subclause S.8.2.2.4 applies. 

–
Otherwise, if slice_group_map_type is equal to 4, the derivation of mapUnitToSliceGroupMap as specified in subclause S.8.2.2.5 applies.

–
Otherwise, if slice_group_map_type is equal to 5, the derivation of mapUnitToSliceGroupMap as specified in subclause S.8.2.2.6 applies.

–
Otherwise, if slice_group_map_type is equal to 7, the derivation of mapUnitToSliceGroupMap as specified in subclause S.8.2.2.9 applies.
–
Otherwise (slice_group_map_type is equal to 6), the derivation of mapUnitToSliceGroupMap as specified in subclause S.8.2.2.7 applies.

2) After subclause S.8.2.2.8, insert the following
S.8.2.2.9 Specification for grid slice group map type

The specifications in this subclause apply when slice_group_map_type is equal to 7.

The map unit to slice group map is generated as specified by:

picWidthInGrid = (PicWidthInMbs + grid_slice_width_in_mbs_minus1) / GridSliceWidthInMbs
for( y = 0; y < PicHeightInMapUnits; y++ )
{

gridY = y / GridSliceHeightInMapUnits

for( x = 0; x < PicWidthInMbs; x++ )

{ 


gridX = x / GridSliceWidthInMbs


mapUnitToSliceGroupMap[i] = (gridY*picWidthInGrid+gridX)

}
}
6. Conclusions
Interactive ROI scalability is a requirement of SVC. In this contribution, the solution to support interactive ROI scalability by coding rectangular grid of MBs as independent slices is proposed. Coding of grid slices can be specified by a new FMO map type 7 for grid slice groups to reduce overhead bits. From the experimental results, the coding efficiency penalty to support IROI scalability is 15% bitrate increase for the overall bitstream but IROI coding shows a 3dB gain in PSNR for the user-selected ROI region. Subjective quality of ROI region is also enhanced with more details. Moreover, IROI decoding has an additional benefit of lower decoder complexity according to experimental results. Lastly, a bug fix in JSVM software is also reported in this contribution.
We recommend considering the proposed solution as a ROI tool in SVC to support the requirement of interactive ROI scalability.
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The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.
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The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.
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