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1. Abstract
The Joint Video Team (JVT) of ITU-T Q.6/16 and ISO/IEC JTC 1/SC 29/WG 11 held its 17th meeting during 14-21 October 2005 in Nice, France. The JVT meeting was held under the chairmanship of Dr. Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany), and under the associate chairmanship of Dr. Thomas Wiegand (Fraunhofer HHI/Germany) and Dr. Ajay Luthra (Motorola/USA). The JVT meetings opened at approximately 9:30 on Friday October 14 2005 and closed at 13:35 on Friday 21 October 2005.  Approximately 151 people attended the JVT meetings (as recorded on a sign-in sheet passed at the meeting) and approximately 93 input documents were discussed.  The meetings took place in a co-located fashion with a meeting of ISO/IEC JTC 1/SC 29/WG 11 (MPEG).  The subject matter of these activities consisted of work on video coding.
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3. Documents of the JVT meeting

3.1. Input documents

JVT-Q000 List of documents of Nice meeting 

JVT-Q001 [G.J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] AHG Report: Proj mgmt and errata 

JVT-Q002 [T. Wiegand, K. Suehring, A. Tourapis, K.P. Lim] AHG Report: JM text and ref soft 

JVT-Q003 [T. Suzuki, L. Winger] AHG Report: Bitstreams & conformance 

JVT-Q004 [Withdrawn] Withdrawn 

JVT-Q005* [G. Cook] AHG Report: JSVM s/W and new func. integ. 

JVT-Q006 [J. Reichel, H. Schwarz, M. Wien] AHG Report: JSVM & WD text 

JVT-Q007 [G. Sullivan] AHG Report: Spatial scalability resampling 

JVT-Q008* [Y.-K. Wang] AHG Report: Err resil test cond's & apps 

JVT-Q009* [M. Wien, H. Schwarz] AHG Report: Coding eff & JSVM perf test cond 

JVT-Q010* [T. Suzuki] AHG Report: Study of 4:4:4 functionality 

JVT-Q011* [L. Xiong] AHG Report: Enh. slice complexity reduction 

JVT-Q012 [G.J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] Meeting report of Poznan meeting 

JVT-Q013* [E. Francois, J. Vieron, V. Bottreau] Additional results on SVC ESS evaluation 

JVT-Q014* [J. Vieron, E. Francois, V. Bottreau] Additional test conds for SVC EsS JSVM Perf Eval 

JVT-Q015* [E. Francois, J. Vieron, V. Bottreau] General. SVC ESS for inter-layer ratios >2 

JVT-Q016 [Withdrawn] Withdrawn 

JVT-Q017 [Z. Lu, Z. Li, S. Rahardja, X. Lin, K.P. Lim, W. Lin, J. Zheng, W. Yao] High-level syntax for SVC ROI 

JVT-Q018 [Z. Lu, Z. Li, S. Rahardja, X. Lin, K.P. Lim, W. Lin, J. Zheng, W. Yao] Progress report SVC CE4: ROI 

JVT-Q019 [P. Bordes, E. Francois] SEI for logo insertion 

JVT-Q020 [D. Ichimura, Y. Honda, M.H. Lee] Slice group map for mult. interactive ROI scal. 

JVT-Q021 [D. Ichimura, Y. Honda, M.H. Lee] Stream struct and CABAC for mult. inter. ROI scal. 

JVT-Q022 [J. Reichel, X. Ziliani, P. Amon, X. Boltz, U. Benzler] Surveillance profile for SVC 

JVT-Q023 [T. Suzuki] Some COR issues 

JVT-Q024 [T. Suzuki] Verif. of new 4:4:4 tools 

JVT-Q025 [E. Setton, B. Girod] R-D analysis and streaming of SP and SI frames 

JVT-Q026 [M. Visharam] Study of effect of MCTF update step 

JVT-Q027 [J. Xin, A. Vetro, H. Sun] Verif. of 4:4:4 in JVT-P017 

JVT-Q028 [P. Yin, J. Boyce, P. Pandit] High-level SVC Syntax 

JVT-Q029 [P. Yin, J. Boyce, P. Pandit] FMO and ROI scalability 

JVT-Q030 [H. Schwarz, D. Marpe, T. Wiegand] Closed loop coding with quality layers 

JVT-Q031 [M. Winken, H. Schwarz, D. Marpe, T. Wiegand] Adapt. motion refinement for FGS slices 

JVT-Q032 [S. Sekiguchi, Y. Isu, Y. Yamada, K. Asai, T. Murakami] Improved entropy coding for intra pred. modes
JVT-Q033 [Y. Isu, S. Sekiguchi, Y. Yamada, K. Asai, T. Murakami] Verif. on existing Adv. 4:4:4 proposals
JVT-Q034 [I.H. Shin and H.W. Park] CE3: Adapt. upsampling 

JVT-Q035 [Y.L. Lee] Complexity of prop. lossless intra for 4:4:4 

JVT-Q036 [D. Hench, P. Topiwala] Joint source-channel encoding 

JVT-Q037 [P. Topiwala] Prop. 14-b sample support in Adv. 4:4:4 Pr 

JVT-Q038 [S. Sun] New results on direct interp. for upsamp. in ESS 

JVT-Q039 [Y. Bao, M. Karczewicz] CE7: FGS for low delay 

JVT-Q040 [J. Ridge, M. Karczewicz] CE8: VLCs for SVC 

JVT-Q041 [Withdrawn] Withdrawn
JVT-Q042 [A. Tourapis] Updates to reference software manual 

JVT-Q043 [K.H. Lee] CE2: Revision of interlayer mot pred & TDM 

JVT-Q044 [Withdrawn] Withdrawn
JVT-Q045 [K.H. Lee] CE3: Verif. of NEC JVT-Q048 

JVT-Q046 [Y. Chen, J. Boyce, K. Xie] SVC frame loss concealment 

JVT-Q047 [T. Kimoto] CE2: Verif. 

JVT-Q048 [T. Kimoto, Y. Miyamoto] CE3: Unrestricted temporal decomposition in SVC 

JVT-Q049 [L. Xiong] Enh. layer intra pred using lower layer 

JVT-Q050 [L. Xiong] Enh. layer intra pred modes 

JVT-Q051 [L. Xiong] Spatial upsampling filter 

JVT-Q052 [L. Xiong] Adaptive intra slice coding 

JVT-Q053 [J. Jia, H.K. Kim, H.C. Choi, J.G. Kim] CE3: Polyphase downsample bef DCT for SVC FGS 

JVT-Q054 [J. Jia, H.K. Kim, H.C. Choi, J.G. Kim] Implementation of redundant pictures in JSVM 

JVT-Q055 [J. Jia, H.K. Kim, H.C. Choi, J.G. Kim] Polyphase downsample-based redundant pics 

JVT-Q056 [J. Jia, H.K. Kim, H.C. Choi, J.G. Kim] CE5: Verif of Tool5 results 

JVT-Q057 [B.K. Lee] VLC for 8x8 transform FGS 

JVT-Q058 [W.-S. Kim, D. Cho, D. Birinov, H.M. Kim] Verif and analysis of JVT-P017 on 4:4:4 profile 

JVT-Q059 [W.-S. Kim, D. Cho, D. Birinov, H.M. Kim] Advanced residual color transform 

JVT-Q060 [I.H. Shin, H.W. Park] CE3: Verif of Sejong/JVT-Q053 

JVT-Q061 [I.H. Shin, H.W. Park] CE3: Verif of Samsung/JVT-Q062 

JVT-Q062 [S.-Y. Kim] CE3: Smoothed reference prediction 

JVT-Q063 [W.-J. Han] CE5: Distribution-based dequant for SVC 

JVT-Q064 [Y.-K. Wang, M.M. Hannuksela, S. Wenger] SVC DPB management 

JVT-Q065 [Y.-K. Wang, M.M. Hannuksela] Enhancement-layer IDR picture ("EIDR") 

JVT-Q066 [Q. Shen, H. Li, Y.-K. Wang] Showcase of non-required picture SEI message 

JVT-Q067 [H. Liu, H. Li, Y.-K. Wang] Showcase of scalability information SEI message 

JVT-Q068 [Y. Guo, C. Zhu, H. Li, Y.-K. Wang] Error resilient implementations for JSVM 

JVT-Q069 [Y. Guo, H. Li, Y.-K. Wang] SVC/AVC loss simulator donation 

JVT-Q070 [Y.-K. Wang, S. Wenger] SVC RTP payload format internet draft 

JVT-Q071 [J.-H. Park, S.-W. Park, B.-M. Jeon] Context modeling of residual prediction flag 

JVT-Q072 [J.-H. Park, S.-W. Park, B.-M. Jeon] Inter-layer pred for temporally enh pictures 

JVT-Q073 [J.-H. Park, S.-W. Park, B.-M. Jeon] Modified temporal direct mode for SVC 

JVT-Q074 [Withdrawn] Withdrawn
JVT-Q075 [T.C. Thang, T.M. Bae, J.W. Kang, Y.M. Ro, J.-G. Kim] Improved scalability info SEI message 

JVT-Q076 [T.C. Thang, T.M. Bae, J.W. Kang, Y.M. Ro, J.-G. Kim] Boundary handling for ROI scalability 

JVT-Q077 [T.C. Thang, T.M. Bae, J.W. Kang, Y.M. Ro, J.-G. Kim] Showcase of ROI extraction using scal info SEI 

JVT-Q078 [C.-X. Zhang, L. Yu, L. Xiong] Simplification of upsampling for IntraBL mode 

JVT-Q079 [A. Tourapis, P. Topivala] Sub-pel ME for enh. predictive zonal search

JVT-Q080 [Z. Heng] R-D function of H.264/AVC transf. coeffs. 

JVT-Q081 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Layered quality opt. of JSVM-3 & closed-loop 

JVT-Q082 [D. Marpe, V. George, H. Kirchhoffer, T. Wiegand] 4:4:4 intra using adapt. color transform 

JVT-Q083 [A. Segall ] Up-/Down-sampling for Spatial SVC 

JVT-Q084 [Y. Libo, C. Ying, Z. Jiefu, Z. Feng] Low complexity intra pred for enh layer 

JVT-Q085 [J.-Z. Xu] CE7: Core experiment 7 proposal 

JVT-Q086 [T. Wedi] Intra-only 4:4:4 profile 

JVT-Q087 [F. Pauchet] Prop SVC bit error resilience test conds 

JVT-Q088 [X. Xu, Y. He] Dynamic search range for ME in JM 

JVT-Q089 [X. Xu, Y. He] Comments on ME in current JM software 

JVT-Q090 [P. Topiwala, H. Yu] New Viper HD test sequences 

JVT-Q091 [S. Jeong, M. Park, G. Park, K Kim, J. Hong] Numbering of Key pictures 

JVT-Q092N [Z. Wu, Y. He] Verif Adv 4:4:4 profile
JVT-Q093N [W. Choi, J. Yang, B. Jeon] CE5: Verif Samsung/JVT-QQQ
3.2. Major output documents

(Dates listed are planned dates of availability.  Note that document JVT-Q001 should also be considered output documents.)

JVT-Q200 Meeting report of the 17th JVT meeting [05/11/03]

JVT-Q201 Joint Draft 4: Scalable Video Coding [05/11/03]

JVT-Q202 Joint Scalable Video Model (JSVM) 4 [05/11/18]

JVT-Q203 JSVM 4 Software [05/12/19]
JVT-Q204 Joint Draft 1: Support for color spaces and aspect ratios [05/11/03]
JVT-Q205 Joint Draft 1: 4:4:4 coding [05/11/03]
Author: H. Yu
JVT-Q206 Joint 4:4:4 Video Model (JFVM) 1 [05/11/03]
Author: H. Yu
JVT-Q207 JFVM 1 Software [05/11/03]
JVT-Q208 Draft corrigendum: removal of High 4:4:4 profile [05/11/03]
Author: T. Wiegand
3.3. JVT internal output documents

JVT-Q209 Testing conditions for coding efficiency proposals [05/??/?? – 2 wk]
(Testing conditions for loss resilience remains as in JVT-P206.)
JVT-Q210 Errata list for standard [05/??/?? 3 wks]
JVT-Q211 Errata list for conformance [05/??/?? 1 wk]
3.4. SVC core experiment output documents
JVT-Q301 [B.-K. Lee (baekeun@gmail.com), et. al] CE1: CAVLC [based on JVT-Q057] (Participants: Samsung, Nokia, Mitsubishi, GE, TI, HHI, Huawei, Zhejiang U., LG, Panasonic, INRIA, SKKU, Siemens) [05/10/21]
CE document has been presented.
JVT-Q302 [K.-H. Lee (kyohyuk.lee@gmail.com), et al.] CE2: inter-layer motion prediction [based on JVT-Q043, JVT-Q072, JVT-Q073] (Participants: FT, Nokia, NEC, Huawei, Zhejiang U., HHI, LM) [05/10/21]
CE document has been presented.
JVT-Q303 [T. Kimoto (t-kimoto@az.jp.nec.com), et. al] CE3: inter-layer texture prediction [based on JVT-Q034, JVT-Q048] (Participants: NEC, KAIST, Mitsubishi, RWTH, Nokia, FT, INRIA, Huawei, Zhejiang U., HHI, Microsoft) [05/10/21]
CE document has been presented.
JVT-Q304 [Z. Lu, et. al] CE4: ROI [based on JVT-Q018, JVT-Q020, JVT-Q021, JVT-Q076] (Participants: I2R, Panasonic, ICU, ETRI, Nokia, SKKU, HHI, GE, Bosch) [05/10/21]
From meeting notes: Agreement that the functionality necessary for 64-100 ROIs can be achieved using FMO. The efficiency of ROI coding can be discussed and investigated in CE. Behavior at slice boundaries needs to be clarified. Have SEI messages to support ROI functionality realized through FMO.

CE document has been presented.
JVT-Q305 [W.-J. Han (hurumi@gmail.com), et. al] CE5: quantization [based on JVT-Q063] (Participants: Samsung, FT, Siemens, ETRI, SKKU, Nokia, Panasonic, HHI, RWTH, Microsoft) [05/10/21]
CE document has been presented. Availability of test sequences needs to be clarified.
JVT-Q306 [Y.-K. Wang (ye-kui.wang@nokia.com), et. al] CE6: high-level syntax [based on JVT-Q064, JVT-Q065] (Participants: Nokia, FT, HHI, Microsoft, Siemens, NEC, LM, GE, Samsung) [05/10/21]
CE document has been presented.
JVT-Q307 [X. Wang (@nokia.com), et. al] CE7: improved and low-delay FGS [based on JVT-P046, JVT-Q085, JVT-Q030] (Participants: HHI, IIR, Microsoft, Nokia, Siemens, NCTU, Freescale, Huawei, RWTH Aachen, LM, Panasonic, NEC, FT, NTT, Apple) [05/10/21]
CE document has been presented.
3.5. 4:4:4 core experiment output documents
JVT-Q308 [W.-S. Kim (hyunmun27.kim@samsung.com), et. al] CE8: RCT [based on JVT-Q059] (Participants: Samsung, Sharp, Thomson, Microsoft, HHI) [05/10/21]
CE document has been presented.
JVT-Q309 [T. Wedi (thomas.wedi@eu.panasonic.com), et. al] CE9: Separate prediction modes for 4:4:4 coding [based on JVT-Q086, JVT-Q032, JVT-Q033] (Participants: Panasonic, Mitsubishi, Thomson, Sony, HHI, Sejong U., Microsoft) [05/10/21]
CE document has been presented.
4. JVT Administrative topics

4.1. Administrative documents
JVT-Q001 [G.J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] AHG Report: Proj mgmt and errata
Noted.
JVT-Q002 [T. Wiegand, K. Suehring, A. Tourapis, K.P. Lim] AHG Report: JM text and ref soft
Noted.
JVT-Q003 [T. Suzuki, L. Winger] AHG Report: Bitstreams & conformance
Problems reported in some conformance bitstreams.  Plan to track of such issues for eventual COR.  Reports of new problems discovered since last meeting:
· Violations of Annex B use of zero_byte.

· Chroma motion vectors for 4:2:2 (should not have reconstructed picture in specification – rely on software instead)
Create an output document to capture full current status of errata on bitstreams.
JVT-Q005 [G. Cook] AHG Report: JSVM s/W and new func. integ.
AHG report has been noted. SW integration not finished. 4 weeks estimated to be left for the work. Short test set for SW integration. 
JVT-Q006 [J. Reichel, H. Schwarz, M. Wien] AHG Report: JSVM & WD text
AHG report has been noted. JSVM 3 and WD 3 text versions have been apporved.

JVT-Q007 [G. Sullivan] AHG Report: Spatial scalability resampling
Continue AHG with mandate to be drafted by Julien and S. Sun.
JVT-Q008 [Y.-K. Wang] AHG Report: Err resil test cond's & apps
Noted.
JVT-Q009 [M. Wien, H. Schwarz] AHG Report: Coding eff & JSVM perf test cond
AHG report has been noted. Work will continue including scope of providing anchors for CE experiments. Post bit streams on ftp site in compressed form.
JVT-Q010 [T. Suzuki] AHG Report: Study of 4:4:4 functionality
AHG report has been noted. SW of JVT-P017 has been distributed. Various proposals submitted.
JVT-Q011 [L. Xiong] AHG Report: Enh. slice complexity reduction
Noted.
JVT-Q012 [G.J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] Meeting report of Poznan meeting
Noted.
4.2. IPR policy reminder

Participants were reminded of the IPR policies established by the parent organizations of the JVT and were referred to the parent body web sites for further information.

Participants were particularly reminded of the need to supply a completed JVT IPR status reporting form in all technical proposals for normative standardization.
4.3. Late documents

No objections / objections were voiced to the consideration of the late documents.  Documents listed in this report in italics and with a "-L" suffix to their document numbers were classified as late. Those documents marked with [Not available at first meeting day] will only be considered as information documents at the end of the meeting if time permits.
JVT-Q001 [G.J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] AHG Report: Proj mgmt and errata 

JVT-Q002 [T. Wiegand, K. Suehring, A. Tourapis, K.P. Lim] AHG Report: JM text and ref soft 

JVT-Q003 [T. Suzuki, L. Winger] AHG Report: Bitstreams & conformance 

JVT-Q006 [J. Reichel, H. Schwarz, M. Wien] AHG Report: JSVM & WD text 

JVT-Q007 [G. Sullivan] AHG Report: Spatial scalability resampling 

JVT-Q008 [Y.-K. Wang] AHG Report: Err resil test cond's & apps 

JVT-Q009 [M. Wien, H. Schwarz] AHG Report: Coding eff & JSVM perf test cond 

JVT-Q011 [L. Xiong] AHG Report: Enh. slice complexity reduction 

JVT-Q012 [G.J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] Meeting report of Poznan meeting 

JVT-Q018 [Z. Lu, Z. Li, S. Rahardja, X. Lin, K.P. Lim, W. Lin, J. Zheng, W. Yao] Progress report of SVC CE4: ROI 

JVT-Q039 [Y. Bao, M. Karczewicz] CE7: FGS for low delay 

JVT-Q042 [A. Tourapis] Updates to reference software manual 

JVT-Q044 [Withdrawn] Withdrawn
JVT-Q058 [W.-S. Kim, D. Cho, D. Birinov, H.M. Kim] Verif and analysis of JVT-P017 on 4:4:4 profile 

JVT-Q059 [W.-S. Kim, D. Cho, D. Birinov, H.M. Kim] Advanced residual color transform 

JVT-Q061 [I.H. Shin, H.W. Park] CE3: Verif of Samsung/JVT-Q062  [Not available at first meeting day]
JVT-Q068 [Y. Guo, C. Zhu, H. Li, Y.-K. Wang] Error resilient implementations for JSVM  [Not available at first meeting day]
JVT-Q079 [A. Tourapis, P. Topivala] Sub-pel ME for enh. predictive zonal search
JVT-Q082 [D. Marpe, V. George, H. Kirchhoffer, T. Wiegand] 4:4:4 intra using adapt. color transform  [Not available at first meeting day]
JVT-Q085 [J.-Z. Xu] CE7: Core experiment 7 proposal  [Not available at first meeting day]
JVT-Q088 [X. Xu, Y. He] Dynamic search range for ME in JM 

JVT-Q089 [X. Xu, Y. He] Comments on ME in current JM software 

JVT-Q092N [Z. Wu, Y. He] Verif Adv 4:4:4 profile
JVT-Q093N [W. Choi, J. Yang, B. Jeon] CE5: Verif Samsung/JVT-QQQ
5. JVT SVC normative modifications
5.1. CE1 & related docs: Update step
JVT-Q026 [M. Visharam] Study of effect of MCTF update step 

In this contribution a summary of a study about the role and effects of the update stage within the MCTF process in the JSVM encoding/decoding framework is provided. The studies indicates that disabling the update step at the decoder does not degrade the visual quality and PSNR performance of the decoded video, when compared to the case of “update on”. Also a few tests to study the effect of update step at very high qualities are performed as well. At very high qualities (QP ~ 0) a difference in PSNR between update On vs. Off at the decoder is noticed. No difference in terms of subjective visual quality are observed.

Update step

Pros:

Sometimes provides coding efficiency gains

Reduces fluctuations when omitting update step in open-loop coding (not the case in closed-loop coding)

Pre-processor provides these gains for PSNR from 30-45 dB

Cons:

Bit-depth issues affects memory bandwidth

Reference picture buffering

Delay issues

Complexity increase

Interlaced

Remove the update step from the JD starting with JD4.

Make update step a non-normative tool in JSVM 4 not necessarily being compatible with all features of the standard (e.g. interlaced).

Prior CE 1 is stopped.

5.2. CE 2 & related docs: Inter-layer motion prediction
JVT-Q043 [K.H. Lee] CE2: Revision of interlayer mot pred & TDM

Revision of inter layer motion prediction and AVC TDM (Temporal Direct Mode) relative to JVT-O058 and JVT-P075. This contribution is based on closed loop analysis encoding and has two kind of new technical proposals. One is revision of inter layer motion prediction and the other is revision of AVC TDM.
JVT-Q043's temporal direct mode modification aspect

See notes below.  Does not appear especially promising considering the small gain in compression performance versus the necessary re-design of existing tools and added complexity.
JVT-Q043's inter-layer motion prediction aspect

See notes below.  Adds another motion prediction mode.  No indication of significant gain.  Does not appear especially promising.

JVT-Q047 [T. Kimoto] CE2: Verif. 

Verification of JVT-Q043. As a verification task, implementation inspection and coding performance check were carried out.
Not sufficient support for adoption.

JVT-Q072 [J.-H. Park, S.-W. Park, B.-M. Jeon] Inter-layer pred for temporally enh pictures
This document presents the experimental results of CE2 which aims to improve coding efficiency for temporally enhanced pictures. In this document, the performance of the proposed method is compared with that of temporal/spatial direct mode which is selected by RD-optimization at slice layer. Experimental result shows a gain up to 0.2dB (in case of CIF sequence) against the RD-optimized temporal/spatial direct mode.

Something for temporal enhancement pictures (when no corresponding base layer picture).

Compares to "JSVM 3.0" – but JSVM 3.0 doesn't exist yet – perhaps this point of comparison is the current CVS code – ver 2.2.

JVT-Q043 tested a different proposed method for a similar issue.  JVT-Q043 compared against JSVM 2.1.  Up to 3.7% bit rate savings was shown in JVT-Q043 (including both revision of inter-layer motion prediction and revision of temporal direct mode – the latter having max 1.5% gain).  Most tested sequences showed some improvement.  Average not reported (but appears very small).

JVT-Q047 is a verification of JVT-Q043.

Some gain (up to 0.2 dB on CIF, up to 0.3 dB on 4CIF) shown in some cases.

JVT-Q073 [J.-H. Park, S.-W. Park, B.-M. Jeon] Modified temporal direct mode for SVC
Temporal direct mode is allowed to be used at every high pass picture in SVC structure. Problem that mvCol points to the picture located at temporally long distance from the current picture. Proposal to extend temporal direct mode with slight modification to solve this issue. 
Differs from what is tested/proposed in JVT-Q043, JVT-Q047, and JVT-Q072.

Modifies process to reference a closer picture in time rather than the picture referenced by the co-located MB.

Basically adds a third direct mode that can be chosen in addition to the temporal and spatial direct modes.

Tested in JSVM 2.2.

Compared to temporal direct always.  Remark: What if spatial direct would be better?

No R-D improvement shown.  The proponent indicates that further study may show benefits. Further contributions encouraged provided that these benefits can be proven (no CE).
Continue CE 2.
5.3. CE 3 & related docs: Inter-layer texture prediction
JVT-Q062 [S.-Y. Kim] CE3: Smoothed reference prediction

Single-loop decoding is a very useful technique to reduce the decoding complexity in the multi-layer structure, however, the restrictions of the intra-base prediction sometimes degrades the performance especially for the fast-motion sequences. The earlier proposed smoothed reference technique that based on the residual prediction process to simulate the intra-base prediction by adding the smoothing function to the prediction signal with consideration of the residual prediction process. In this proposal, a new prediction mode is presented, which utilizes the actual downsampling function to generate the smoothed prediction signal. It downsamples the prediction signal composed of the inter-mode prediction of the current layer and the intra-mode prediction of the base-layer to simulate the decoded base-layer signal. The proposed method is reported to reduce blocking artifacts from residual predicted macroblocks. PSNR improvements in fast-motion sequences such as Football and Soccer sequences are reported within the context of the low-complexity decoding mode.
Method does smoothing of the prediction signal prior to motion compensating it requiring processing of the reference picture.

JVT-Q061 [I.H. Shin, H.W. Park] CE3: Verif of Samsung/JVT-Q062

Results have been verified.

Does address the problem of having no Intra MB in base-layer.

Can smoothed reference prediction be a replacement MB type for I_Bl in case there is no Intra MB co-located in the base-layer?
What is the relative selection frequency of smoothed reference prediction over residual prediction?
What are the choices of complexity we have associated with this idea?

What is the relationship with the re-sampling AHG?
The technique looks very promising. Seems to complete the design for single-loop decoding.

Create AHG on smoothed reference prediction to finalize the design and provide answers to the above questions. Chairs: W. Han, H. Schwarz
JVT-Q034 [I.H. Shin and H.W. Park] CE3: Adapt. upsampling

This document presents the technical description and experimental results for the adaptive up-sampling considered in CE3 with details in the JVT-P045. In the current JSVM, the I_BL macroblock mode uses an up-sampling process for providing the prediction signal of the current spatial layer. Current up-sampling filter for JSVM uses six-tap interpolation, which has good performance. An adaptive filtering method for the luminance component in the type-1 DCT up-sampling is proposed, which applies different weighting parameters to DCT coefficients. Since the decoder requires the weighting parameters of up-sampling matrix, the weighting parameters of horizontal and vertical up-sampling are transmitted. 

Very small bit-rate savings for Inter frame coding cases.  Larger gains for Intra frame coding cases.

Continue in CE 3.
JVT-Q049 [L. Xiong] Enh. layer intra pred using lower layer

The enhancement layer intra directional prediction is claimed to be improved by using lower layer information when some samples are not available.

No gain. Contribution noted.
JVT-Q050 [L. Xiong] Enh. layer intra pred modes

JVT-P041 proposes that only 3 intra directional prediction modes which are DC, Horizontal and Vertical are used in the enhancement layer. This proposal gives the further experimental results for GOP=1 and GOP=16. (no results)
Proposal to use only 3 spatial prediction modes instead of 9 in I_BL mode: PSNR loss of 0.1 dB at very high rates (PSNR >50 dB), typically no differences observed below 45 dB. Could be useful to reduce encoder complexity, not much impact on decoder.

JVT-Q051 [L. Xiong] Spatial upsampling filter

Since the human visual system is less sensitive to chrominance than to luminance, a different upsampling filter can be used on luminance and chrominance for the I_BL mode. The proposal uses a simple upsample filter [-1 5 5 -1]/8 to replace the original 6 taps filter on chrominance. And for residual prediction, the proposal uses the filter [-1 5 5 -1]/8 as the residual upsampling filter on both luminance and chrominance, or uses the filter [-1 5 5 -1]/8 as the residual upsampling filter on luminance and the filter [1 1]/2 on chrominance. Very small differences in the results have been reported. No separate testing on Intra vs. Inter frame coding.
For case of I_BL upsampling JVT-Q078 gives more generic results. For case of residual prediction upsampling, usage of 4-tap filter does not give any significant advantage. Contribution noted.
JVT-Q052 [L. Xiong] Adaptive intra slice coding

Every slice of intra frame is encoded twice. First, the slice is encoded as usual. Second, the original slice is rotated 180 degree then the rotated result is encoded.

Results only given for Football and Bus. Irrelevant improvement in PSNR (<<0.1 dB at high rates).

JVT-Q056 [J. Jia, H.K. Kim, H.C. Choi, J.G. Kim] CE3: Verif of Tool5 results

This document reports the cross-check results for the proposal for CE3 Tool5 as described in JVT-Q034. The verification has been performed by decoding the coded bitstreams which are provided by KAIST. Both of the PSNR against the original sequence and the bit-rate according to the file size have been verified. It is shown that the RD results obtained by decoding the provided bitstreams match the experimental results presented in JVT-Q034 quiet well. Verification results are shown in verification_CE3_T5.xls.
JVT-Q078 [C.-X. Zhang, L. Yu, L. Xiong] Simplification of upsampling for IntraBL mode

In the current JSVM, a 6-tap interpolation filter (1, -5, 20, 20, -5, 1)/32 is used in the up-sampling process of IntraBL mode coding both for luma and chroma components and the complexity of this interpolation is even higher than the half-pel interpolation of reference frames in AVC. Considering that the spatial correlation may be different from the temporal correlation, experiments are carried out and it is reported that the complexity can be reduced without obvious penalty by using more simple interpolation filters.


Intra_BL upsample uses [1, -5, 20, 20, -5, 1] filter for upsampling both luma and chroma

Reports that bilinear is not good enough for luma

But advocates simplifying luma to [-1, 5, 5, -1] and simplifying chroma to [-1, 5, 5, -1] or bilinear [1, 1].

Remark: Should analyze chroma impact.

Remark: Test conditions say "FRExt mode: No".  Why?  Off in common conditions.  All-intra coding, since this is testing Intra_BL upsampling impact.

Remark: We must have better generation of test sequences before drawing any firm conclusions on such issues.  Sequences that were downsampled using the JSVM method do not use any appropriate alignment of chroma to luma, and sequences that were downsampled using the MPEG-4 VM method (or perhaps it was the MPEG-2 TM method) do not have appropriate alignment with the upsampling of chroma in our current JSVM decoder design (except perhaps in "ESS" mode).

Remark: Based on results in AHG report, perhaps OK to interpret results according to this experiment for the sequences that were generated using the JSVM downsampling approach.  Look at whether the chroma resampling impact is different on those sequences in the tests versus the other sequences.

Remark: Look at ESS case and its interaction with "non-ESS" case.  That needs to be fixed.

Verification?  Not yet.

Shijun Sun coordinated side activity to work on these issues during the meeting.  Results of that to be provided as updated JVT-Q078.
Add further work on the topic to AHG on re-sampling.
JVT-Q083 [A. Segall ] Up-/Down-sampling for Spatial SVC

This contribution investigates the upsampling and down-sampling operation utilized for spatial scalability.  The problem of upsampling/down-sampling is posed as an optimization problem, and two “optimal” designs for the upsampling filter are derived.  The investigation begins by considering the down-sampling process currently utilized for SVC testing.  It then identifies application specific weaknesses of this down-sampler and explores an alternative down-sampling approach.  Results motivate a modification to the current upsampler.  Specifically, the upsampler should filter the pixels co-located in the high- and low-resolution frames.  This extends the current method that interpolates missing pixels.

Considers upsampler as and estimation problem dependent on downsampler.  Analyzes using Wiener filter design concept, uses RLS optimization for separable design optimization.  Tests with different fidelities.  Concludes that current 6-tap filter is good (relative to other hypothetical 6-tap filter) for upsampling video that was downsampled using the current JSVM downsampling filter.

The current upsampler is an "interpolator" – every other sample horizontally and vertically is simply copied rather than filtered.  (One out of 4 in the 2-d grid are copied.)

Reports that the current upsampler is not optimal in that sense.  RLS optimal upsampler design seems to depend on the fidelity of the video.  RLS upsampler differs from one-tap design now used in JSVM.

Investigates current (13-tap) downsampler.  Reports that current downsampler introduces some ringing and is rather long.

Suggests considering alternatively a shorter downsampling filter, perhaps with less ringing.  e.g., a Gaussian filter design may be an interesting choice to consider.

Actually the best downsampling method to use may be an application-dependent issue.

If desire to use and "interpolating" upsampler, the current upsampler design is reportedly fine (ignoring luma/chroma alignment issues).

Suggests creating a parameterized upsampler design.

Remark: How much does the parameterization help?  Not really quantified, but proponent says significant.

Max average gain of 1.8% by parameterized non-interpolating upsampler relative to current interpolating upsampler when using current downsampler.

However, with a Gaussian downsampler, up to 10% average improvement, overall average across different fidelities roughly 6% average improvement.

Perceptual?

Add to AHG on re-sampling.


JVT-Q084 [Y. Libo, C. Ying, Z. Jiefu, Z. Feng] Low complexity intra pred for enh layer

This document presents a low complexity intra prediction method for spatial enhancement layer. In current JSVM, intra prediction is implemented by using three intra modes Intra4x4, Intra8x8, Intra16x16, together with I_BL in enhancement layer. Based on the claim that Intra8x8 and Intra16x16 have almost no impact on the coding efficiency in enhancement layer, it is proposed to remove these two modes to reduce the complexity of intra coding. At the same time, the corresponding syntax bits can be saved. Simulation results show that compared with the current JSVM, this low complexity approach keeps the same performance.

Comment: What is the complexity reduction when these modes exist in the base layer anyway?

Comment: Intra_16x16 and Intra_8x8 are existing and proven to work.

Justification on Intra_16x16 was given when proposed in D.360 in the ITU-T SG16 meeting in Geneva October 2000. It has been shown that Intra_16x16 works especially well for gradual intensity changes.

Contribution was noted.

JVT-Q053 [J. Jia, H.K. Kim, H.C. Choi, J.G. Kim] CE3: Polyphase downsample bef DCT for SVC FGS

In this proposal, a method for improving SVC coding efficiency on the basis of polyphase downsampling (PD) is described. The presented method proposes to implement PD on FGS residual signal before integer transformation in SVC enhancement layer coding process. Experiments based on JSVM3.0 were performed using the JVT common testing conditions. Experimental results are reported to show that the presented method gives 0 – 0.1dB PSNR improvement on luma component and outperforms 0.35 – 0.96 dB on chroma components compared to the current JSVM.

Comment: Gains for chroma but losses for luma. Similar results can be achieved by different bit allocation. Most at the time losses for luma.

No support for this proposal.

JVT-Q060 [I.H. Shin, H.W. Park] CE3: Verif of Sejong/JVT-Q053

Verifies the results of JVT-Q053.

JVT-Q048 [T. Kimoto, Y. Miyamoto] CE3: Unrestricted temporal decomposition in SVC

This contribution presents the proposal for SVC CE3 on “Inter-layer texture prediction”. In Unrestricted Temporal Decomposition (UTD), MC structure is decoupled between a base and enhancement layers. The pictures of a GOP in a base layer are encoded first, preceded by the corresponding pictures in enhancement layers. UTD achieves low computational complexity and small memory at a base layer while keeping comparable coding performance at higher layers. In the experimental results, when the base layer has IPPP structure, UTD is reported to outperform a short GOP in all layers by up to 3.0 dB at higher layers.

How does this compare to low-delay FGS tools.

Continue CE 3 with this subject. Compare results to low-delay FGS coding results.
5.4. CE 4 & related docs: ROI
JVT-Q017 [Z. Lu, Z. Li, S. Rahardja, X. Lin, K.P. Lim, W. Lin, J. Zheng, W. Yao] On high-level syntax for SVC ROI

This contribution consists of two parts. One is on the geometrical relationship between two successive spatial resolutions, which is based on JVT-O008. The other is on the prediction between syntaxes in picture parameter set and slice header that are related to ROI in JVT-O056.  
Proposal to modify ROI parameters in high-level (picture parameter set) syntax. For position, four parameters are still needed to cover all possible applications (incl. different aspect ratio). Bit saving would be a maximum of 3 bits / picture. The proposal on combining PPS and slice header would save 2 bits/slice, but also make conditional parsing necessary. Advantage of both proposals is questionable.
JVT-Q018 [Z. Lu, Z. Li, S. Rahardja, X. Lin, K.P. Lim, W. Lin, J. Zheng, W. Yao] Progress report of SVC CE4: ROI

Experiment with "subjective ROI": Eye-tracker to investigate location of ROI. Very fast changes in position are observed. Experiment with fixed ROI based on FMO implementation, and Delta-QP. Proposal for syntax change in PPS to support ROI update (would require different PPS implementation for SVC NAL unit types). For the first experiment, a rough estimate is given that 200 bits/frame would be necessary to support dynamic ROI, which could be reduced by roughly 30 bits by the new syntax proposal. No experiments performed yet to prove this. Another proposal to change slice header syntax for further bit savings (no results yet). Come back with more evidence about actual bit savings.
Continue in CE 4.

JVT-Q020 [D. Ichimura, Y. Honda, M.H. Lee] Slice group map for mult. interactive ROI scal.

Interactive region of interest (IROI) scalability is distinguished from predefined ROI fixed at encoder side, where current FMO (e.g. FMO map type 2) is known to be capable of achieving. The applications of IROI are discussed. The solution to support interactive ROI scalability by coding rectangular grid of MBs as independent slices is proposed. Coding of grid slices can be specified by a new FMO map type 7 for grid slice groups to reduce overhead bits. From the experimental results, the coding efficiency penalty to support IROI scalability is 15% bitrate increase for the overall bitstream but IROI coding is reported to show a 3dB gain in PSNR for the user-selected ROI region. Subjective quality of ROI region is also reported to be enhanced with more details. Moreover, for IROI decoding an additional benefit of lower decoder complexity according to experimental results is reported. Lastly, a bug fix in JSVM software is also reported in this contribution.

Bug fix gives 53-68 kbps bit rate reduction in 4CIF resolution. Coordinate implementation of bug fix with software coordinator. No exact numbers given yet about the number of bits that can be saved. New type 7 allows post-encoding ROI selection, most probably with relevant bit savings compared to types 2 and 7. Needs more study in CE, under consistent conditions for fixed and dynamic ROI (e.g. derived from eye movements of Q-018).

JVT-Q021 [D. Ichimura, Y. Honda, M.H. Lee] Stream struct and CABAC for mult. inter. ROI scal.

In this contribution, the proposal to improve the coding efficiency of Interactive Region of Interest (IROI) scalability is presented. In IROI coding, a picture is divided into many rectangular grid slices. One problem with dividing into many slices is the huge overhead of coding many NAL unit headers and slice headers using JSVM stream structure because each quality layer is coded in a separate slice. A new stream structure is proposed to reduce the header overhead, where several quality layers are coded in one slce. Another problem with dividing into many slices is the reduced coding efficiency of CABAC due to more initialization and less updating of CABAC contexts. Inter quality layer context continuation is proposed to improve the coding efficiency of CABAC. In inter quality layer context continuation, the context states are used continuously through all quality layers in a slice without initialization. From the experimental results, an analysis of the overheads comparison between JSVM stream structure and proposed IROI stream structure with 3 quality layers shows an overhead bitrate reduction by 75%. A 5% overall bitrate reduction and a PSNR gain of 0.3dB is reported for the ROI region when using inter quality layer context continuation.
Further study under unified condition for fixed and dynamic ROI.
Continue in CE 4.

JVT-Q076 [T.C. Thang, T.M. Bae, J.W. Kang, Y.M. Ro, J.-G. Kim] Boundary handling for ROI scalability

At the last meeting, an FMO-based method to enable encoding and extraction of ROIs from SVC bitstream was presented. It was claimed that ROI boundaries should be treated as picture boundaries. In this contribution, the importance of ROI boundary handling in SVC is studied. When ROI boundaries are not handled, two different kinds of errors are shown related to upsampling and fractional sample prediction. Also, some related works in MPEG-4 and H.263 is reviewed. 
For the case of ROI without surrounding background, artifacts are obviously visible when no padding is performed. Normative handling of ROI boundaries would also be needed when surrounding background is available (and SS) to avoid encoder/decoder mismatch. Further study is needed to identify whether the ROI flag is necessary, or if it can be derived from the SEI message, and whether the filtering proposal is consistent with ESS (also non-dyadic case).
Continue in CE 4.

Need to have FMO in JSVM software.
Agreement that the functionality necessary for 64-100 ROIs can be achieved using FMO.

The efficiency of ROI coding can be discussed.
Have SEI messages to support ROI functionality realized through FMO.

Comment: Need to have boundary extension for upsampling at slice boundaries.

5.5. CE 5 & related docs: Quantization
JVT-Q063 [W.-J. Han] CE5: Distribution-based dequant for SVC

This contribution is a response to CE5, “Improved quantization for SVC”. It demonstrates that an optimal decoding offset can be approximated using a histogram distribution of the quantized transform coefficients. (Thus it is not required to send this offset in the bitstream). 
Average histogram is used for all coefficients. Gain is mainly found at high bit rates. Only CGS case is considered. Results reported are based on floating-point implementation. Questionable whether similar performance gains could be achieved by encoder-side optimization, transmitting side information would not be such relevant at high bit rates. Further study encouraged, also investigating more precise statistics.

Continue in CE 5.
5.6. CE 6 & related docs: Extended spatial scalability 
JVT-Q015 [E. Francois, J. Vieron, V. Bottreau] General. SVC ESS for inter-layer ratios >2

This document addresses two issues. The first issue is a bug fixing in ESS that has been revealed in specific cropping configurations. The second issue aims at generalizing ESS for inter-layer spatial ratios greater than 2. In JSVM3, [JVT-P202], Extended Spatial Scalability (ESS) is limited to inter-layer spatial ratios from 1 to 2. A straightforward generalization of ESS, enabling to use any ratio greater than 1, is proposed. Corresponding JSVM modifications are described.
Adopt bug fix and generalization to JSVM. In the context of profile/level definitions it should be re-considered which maximum ratios would make sense. 
Establish AHG on interlaced-scan video, to proceed with software implementation, and investigate implications of interlace on spatial scalability.

JVT-Q038 [S. Sun] New results on direct interp. for upsamp. in ESS 

In Poznan meeting, the direct interpolation method (JVT-P012) for upsampling in extended spatial scalability was adopted into the JSVM software as an option to be further tested.  This contribution shows new test results of the technique based on the latest JSVM software.  In the resampling experiments, this upsampling option is reported to be up to 4.11 dB (and on average 1.96 dB) better than the default option based on the quarter-pixel interpolation.  In the ESS experiments (with IntraPeriod equal to 32), the direct interpolation option is reported to show a performance gain of 0.21 dB on average comparing to the default option.  It is therefore proposed to formally adopt this method into the SVC Extension.
Improves performance while reducing complexity. Sufficiently tested. Adopt to JSVM.
JVT-Q013 [E. Francois, J. Vieron, V. Bottreau] Additional results on SVC ESS evaluation
JVT-P018 provided evaluation results of ESS, in comparison with single layer and simulcast-like configurations. This document provides additional results, using different tests conditions as JVT-P018. In previous tests, comparisons were achieved for equivalent bit-rates. These new tests have been performed by targeting a same quality (PSNR) for the different compared solutions, and by comparing the required bit-rates.
Report >20 % performance decrease of ESS compared to single layer, and >40 % increase compared to simulcast.

JVT-Q014 [J. Vieron, E. Francois, V. Bottreau] Additional test conds for SVC EsS JSVM Perf Eval 

The aim of this contribution is to set-up test conditions for JSVM performance evaluation for the Extended Spatial Scalability (ESS) tools. It is recommended that the proposed test sets are included in the testing conditions superset already provided by the AhG on Testing Conditions for Coding Efficiency and JSVM Performance Evaluation in document [JVT-P205].
Further optimization of ESS encoder settings to be performed under AHG, with contribution from the original proponents.
5.7. CE 7 & related docs: Low-delay FGS
JVT-Q039 [Y. Bao, M. Karczewicz] CE7: FGS for low delay 

Adopt into JSVM with all 3 interpolation methods and the highest performance interpolation method being the main reference for comparisons.

JVT-Q085 [J.-Z. Xu] CE7: Core experiment 7 proposal 

Continue in CE on improved and low delay FGS coding.

5.8. CE 8 & related docs: CAVLC
JVT-Q040 [J. Ridge, M. Karczewicz] CE8: VLCs for SVC 

At the previous JVT meeting, software enabling entropy coding using VLCs in progressive refinement (FGS) layers was presented. A core experiment was created to enable further consideration of that feature prior to acceptance into the JSVM. This contribution reviews the VLC for FGS feature, notes some minor improvements made during the course of the CE, and presents results indicating that the overhead associated with VLC for FGS is in line with the single-layer case. 
Report about status of CE. Mainly confirms previous (Poznan) results. Average overhead compared to CABAC under 10 %, 5-16% depending on sequence. Only tested for QCIF and CIF and partial results for 4CIF.

Adopt to JSVM and continue software integration.
JVT-Q057 [B.K. Lee] VLC for 8x8 transform FGS
JVT-P056 proposed CAVLC for FGS. In JVT-P056 flag coding for significant pass in 8x8 transform is done. This is reported to be improved for 8x8 transform. The VLC technique of 4x4 transform is extended for significant pass in 8x8 transform. The modification is small. But our experimental results shows bit-rate saving up to 12%. 

Continue in CE 8.
5.9. Improved FGS coding

JVT-Q031 [M. Winken, H. Schwarz, D. Marpe, T. Wiegand] Adapt. motion refinement for FGS slices 

In this contribution, the adaptive coding of motion refinements as part of progressive refinement slices is investigated.  The impact of using a constant set of motion data for all progressive refinement slices of a pictures is analyzed.  Based on this analysis a first approach for adaptively refining motion data in progressive refinement slices has been investigated.  First experimental results show that coding efficiency gains of more than 1 dB can be obtained, when motion data refinements are coded in progressive refinement slices in addition to the refinements of texture information.  It is proposed to set up a new Core Experiment on that issue with the goal to significantly improve the coding efficiency of fine-granular SNR scalable coding, especially for large rate intervals.

Add to CE on improved and low delay FGS coding.
5.10. Improved CABAC coding

JVT-Q071 [J.-H. Park, S.-W. Park, B.-M. Jeon] Context modeling of residual prediction flag 

This document presents the information about context modeling of residual prediction flag. In case that CBP value of base MB is zero and at the same time residual prediction flag of base MB is equal to 1, the current model is reported to not fully utilize base layer residual information. Since originally the base MB has access to the residual signal, although CBP value of base MB is zero, ctxIdxInc should have non-zero value in that case. A simple modified condition for context modeling of residual prediction flag is introduced.
Comment: problem does not exist as it is currently already solved.

No action need by JVT.

5.11. High-Level Syntax

JVT-Q028 [P. Yin, J. Boyce, P. Pandit] High-level SVC Syntax 

The concept of FGS fragment NAL units was adopted in Poznan. So the concatenated [quality_level, fragment_order] is used to support MGS/FGS. But in the current design, the quality level is indicated in NAL unit header or SPS, but fragment_order is indicated in slice header. For consistency, it is proposed to add fragment_order information in NAL unit header or SPS, without changing the existing number of bytes in the NAL unit header (e.g. either 1 or 2).  The 6-bits allocated but unused for simple_priority_id in the two-byte mode, are used for fragment order and a short_priority_id field which can be used as determined by the application.   

Comment: Different priority_id values can be assigned to fragments and this way the proposed functionality is already provided. The proposal then only provides a different way of signaling with shifted trade-offs that have not been viewed by the group to be beneficial over the existing one.

No action by JVT.



JVT-Q091 [S. Jeong, M. Park, G. Park, K Kim, J. Hong] Numbering of Key pictures 

In the current JSVM the interval of key pictures, i.e. GOP size, can be fixed or can be variable. When temporal scalability is used, this interval is variable. JSVM uses the numbering scheme for all pictures by its displaying order. Therefore, it is difficult to detect the drop of key pictures. When the proposed numbering scheme for key pictures is used, it is easy to detect the drop or lost error of key pictures. Furthermore it is possible to conceal the error by the dropped key picture at the decoder.

Comment: concept seems to be incomplete. Needs further discussion. Maybe add as SEI message for error detection.

When reference picture list reordering (RPLR) is used to create the reference picture list for coding pictures of a particular layer (including key pictures in a variable GOP size structure) any missing pictures that are needed for reference can be detected. This is also the method for standard conforming temporal scalability including gaps_in_frame_num_allowed_flag being equal to 1.
JVT-Q029 [P. Yin, J. Boyce, P. Pandit] FMO and ROI scalability 

FMO has been discussed to implement the feature of ROI scalability. The base specification does not allow any missing slice groups, which means even for slice groups which contain non-ROIs still need to be coded and send them into the network. In this contribution, it is proposed to relax this requirement and allow missing slice groups in enhancement layers, and define a normative behavior for intentionally missing slices. The base layer remains compatible.
Further discussion needed. A better understanding on how FMO and ROI are implemented. Furthwer work encouraged.
Comment: alternative to the proposed approach of signaling missing slice groups in the PPS, we could specify that the enhancement layer picture must be completely covered by the coded video picture representing the enhancement layer picture. For efficiency reasons, this would imply the specification of a "skip" slice group coding. Such a "skip" slice group coding would in the header of a slice utilize 1 bit to signal that the contents of the slice is either I_Bl MB type or its corresponding 0-bit version when the base-layer MB is not coded in intra. This 0-bit version could be a smoothed reference prediction without motion vector refinement.


JVT-Q064 [Y.-K. Wang, M.M. Hannuksela, S. Wenger] SVC DPB management 

This contribution proposes some changes to the DPB management syntax and process for handling of decoded pictures used for inter-layer prediction referencing in SVC. The goal of the proposal is to significantly save the required DPB buffer size, which is demonstrated by the example in the end of the contribution.

Comment: no implementation available. Need to see implementation and showcase for the use of the feature that tests the concept when interacting with all the other components.

Comment: interaction with extractor? Unknown because of lack of implementation.

Create CE on high-level syntax. Add this to that CE.
JVT-Q065 [Y.-K. Wang, M.M. Hannuksela] Enhancement-layer IDR picture ("EIDR") 

This contribution proposes the coding of enhancement-layer IDR (EIDR) picture to enable efficient low-to-high layer switching, which is important in scalable stream adaptation. 

Comment: no new NAL unit type needed. Suggestion to make scalable version of recovery point SEI message.

Proposal is to actually re-define IDR NAL unit for SVC NAL units. Seems like good idea at first sight.

Comment: no implementation available. Need to see implementation and showcase for the use of the feature that tests the concept when interacting with all the other components.

Add to CE on high-level syntax.
JVT-Q066 [Q. Shen, H. Li, Y.-K. Wang] Showcase of non-required picture SEI message 

This contribution describes the showcase of non-required picture SEI message, which was adopted in the Poznan meeting, to demonstrate the usefulness of the SEI message. The demonstration tool set is attached such that anyone interested can perform the demo independently. The source code for creation of the demonstration tool set is also attached.
The showcase verifies that the SEI message in JSVM 3 works and can therefore now be transferred to JD 4.

JVT-Q067 [H. Liu, H. Li, Y.-K. Wang] Showcase of scalability information SEI message
This contribution describes the showcase of the scalability information SEI message, which was adopted in the Poznan meeting, to demonstrate the usefulness of the SEI message. The showcase of the part for support of sub-picture coding based ROI scalability is described in JVT-Q077. The demonstration tool set is attached such that anyone interested can perform the demo independently. The source code for creation of the demonstration tool set is also attached.
The showcase verifies that the SEI message in JSVM 3 works and can therefore now be transferred to JD 4, with the possible exception of ROI ID as discussed in notes elsewhere.

JVT-Q070 [Y.-K. Wang, S. Wenger] SVC RTP payload format internet draft 

This is an informative contribution to announce that the work towards an RTP payload format for SVC coded video has started.  The first Internet Draft is available at http://www.ietf.org/internet-drafts/draft-wenger-avt-rtp-svc-00.txt.  As for all Internet Drafts, comments are encouraged in the appropriate forum, which is the IETF AVT WG's mailing list.  Please see http://www.ietf.org/html.charters/avt-charter.html.

Information document.  Experts are encouraged to read and provide feedback.

Remark – Why rules out single nal unit packetization?  Response ´- not the current industry preference for how to operate.

JVT-Q075 [T.C. Thang, T.M. Bae, J.W. Kang, Y.M. Ro, J.-G. Kim] Improved scalability info SEI message 

In last Poznan meeting, a new syntax structure of scalability information SEI message was proposed. This syntax describes important information of all the possible layers of a SVC bitstream, namely base layer, temporal/spatial/SNR enhancement layers. 

From the implementation of the ROI extraction show case, it was found that, when there exist ROIs in a SVC bitstream, the current syntax of scalability information SEI message is still inconvenient to describe the layers of different ROIs. For this purpose, some improvements to the current syntax are proposed.
Comment: having all ROI related SEI in one message is desirable. Breakout group to provide new design. Further work is encouraged.
JVT-Q077 [T.C. Thang, T.M. Bae, J.W. Kang, Y.M. Ro, J.-G. Kim] Showcase of ROI extraction using scal info SEI
At the last meeting, a method to enable ROI extraction from SVC bitstream was proposed in JVT-P042. To help the extractor in extracting ROI bitstreams, the information of ROIs inside a SVC bitstream was included in scalability information SEI message. In this contribution, a showcase of ROI extraction is presented using the scalability information SEI message. Here, the focus is on the application where ROI is extracted according to ROI id. In addition, one correction to the current syntax of scalability information SEI message is proposed, so as to support overlapped regions between ROIs.
Listing of multiple ROIs not adopted due to questioning of whether it is necessary given the available dependency information – further study may clarify.  Single ROI syntax also to be studied further, based on software just promised to be provided, etc.
Adopt original SEI design.
File is corrupted. Update provided.
5.12. Error Resiliency

JVT-Q054 [J. Jia, H.K. Kim, H.C. Choi, J.G. Kim] Implementation of redundant pictures in JSVM
In order to enhance the robustness to packet loss, redundant picture is one of the error resilient tools, which allows an encoder to send redundant coded pictures ( or part of the macroblocks in the primary coded picture). As current JSVM software doesn’t support the redundant pictures, in this contribution, the redundant pictures have been implemented into the current JSVM software. Also, a simple description of the usage of this tool is given here.

Add implementation to SW integration schedule.

JVT-Q055 [J. Jia, H.K. Kim, H.C. Choi, J.G. Kim] Polyphase downsample-based redundant pics
In order to enhance error resilience of SVC, Polyphase Downsampling (PD) based redundant picture coding in JSVM is described in this proposal. The presented method implements PD to residual signals before DCT in the redundant picture coding process, which enables the redundant coded picture to be sent flexibly with somewhat degradation on the picture quality corresponding to the quantity of DCT coefficients that have been sent. When part of the DCT coefficients in one redundant picture have been sent, reconstruction utilizing the spatial redundancy inherent in natural pictures between neighboring pixels can be performed to improve the reconstruction quality.

For further study.  Needs more actual results provided, and study within a more well-understood framework.



JVT-Q069 [Y. Guo, H. Li, Y.-K. Wang] SVC/AVC loss simulator donation
This is an informative contribution to announce that a loss simulator is donated to JVT for use in SVC/AVC error resilience simulations. The simulator is intended for free and public use. Both the source code and the executable file are contained in the attachment of this document.
Source code provided.  Takes input bitstream and puts out an output bitstream based on an input packet loss rate.  Or with 4 arguments, can apply different packet loss rates to different layers.  Looks useful. Adopt as loss simulating software.
Remark: Need to develop a full framework in order to do effective error resilience work.
Remark: Suggest to create anchor bitstreams.  Response: Not sure such bitstreams would fit well into 

Remark: In error resilience tests, would like to see comparisons with anchor that includes loss optimization of mode selection, etc.

Suggest to set up AHG to work out an agreed framework for error resilience proposal evaluations including the generation of anchors.  Should compare proposals against the best that can be done without adoption of proposed normative changes.
Need to get multiple slices per picture support in JSVM, etc.  Should test things proposed for SVC use in the JSVM context.
Look for someone to do the work to implement multiple slices per picture in the JSVM?  In fact we have this already scheduled for integration in the reference software.

If we have FMO, we will presumably have slices.

AHG should work on these issues, as evaluation of new proposed features should be done in the context of a good model for what can be done without adoption of the proposed changes.
JVT-Q087 [F. Pauchet] Prop SVC bit error resilience test conds
This document proposes common conditions for SVC error resilience testing taking into account bit errors.
Notes that some network environments allow packets to be passed through the channel to the decoder even when they contain errors (sometimes along with an indication that there are errors).

Advocates tests against frame error concealment (per Boyce et al) implemented in the JSVM and using some VCEG error patterns.
JVT operational philosophy has been to focus on "packet loss" phenomena in resilience/robustness work, assuming that bit errors within bitstreams need not be considered.  This contribution appears to ask us to reconsider that approach.  The consensus of the group is not to do so, until/unless the group becomes convinced that the work area is likely to be a fruitful one.
5.13. Profiles

JVT-Q022 [J. Reichel, X. Ziliani, P. Amon, X. Boltz, U. Benzler] Surveillance profile for SVC
A proposal is made to define a Surveillance Profile for scalable video coding in JVT with the aim of creating a subset of tools for applications requiring low-delay, low-complexity encoder and decoder solutions and defining those in one specific profile.

Definition of scalable profile would include constraints on, e.g., total rate and distortion, and constraints on each particular layer.  Levels are strictly non-decreasing with increasing layer.  So are profile capabilities.
If allow multi-loop decoding, would also possibly modify/increase DPB capacities.
Remark: Perhaps a simpler way of specifying would be possible.

Proposal seems to have a number of good elements of thought that merit study.
Remark: Define "twinnings" of current profiles – e.g., create a Scalable Baseline profile and a Scalable High Profile.
Remark: Weighted prediction off?  Yes.  Why? Maybe complexity?

Remark: Maybe not B slices.
Contribution noted. Profiling may become more relevant around the April 2006 time frame.

6. JVT SVC non-normative modifications
JVT-Q081 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Layered quality opt. of JSVM-3 & closed-loop
This document presents an improvement of the Joint Scalable Video Software 3 (JSVM 3.0). It extends the notion of priority levels introduced in JVT-PO202 to the context of closed-loop coding. In closed-loop coding, the impact of the distortion between frames is no more uncorrelated as it was the case in open-loop coding. This document introduces a novel approach for computing quality layers. The priority levels are then introduced in the bitstream using the SVC extended NAL unit header (priority_id). Results show improvement of up to 0.66 dB compared to JSVM3.0. It is proposed that the improved algorithm for the determination of quality layers is adopted as non-normative tool for the Joint Scalable Video Model (JSVM) 4.
Adopt into JSVM.

JVT-Q030 [H. Schwarz, D. Marpe, T. Wiegand] Closed loop coding with quality layers
In this contribution, the usage of quality layers in connection with closed-loop coding is investigated.  Furthermore, an improved algorithm for the determination of quality layers has been developed.  The developed algorithm has been tested for closed-loop coding with hierarchical B pictures, where coding efficiency gains are reported to be up to 0.28 dB compared to the algorithm proposed in JVT-P029.  In comparison to closed-loop coding without the usage of quality layers, coding efficiency gains of up to 0.63 dB have been measured.  It is proposed that the improved algorithm for the determination of quality layers is adopted as non-normative tool for the Joint Scalable Video Model (JSVM) 4.

Conclusion from quality layers: Clear advantage of QL shown for closed-loop coding by both proposals. Both props may target different rate points, but Q081 seems to be the better starting point. Proponents will make proposal whether elements of Q030 can be added or be made switchable as an option. Except for City, closed loop performs clearly better than open-loop MCTF.
Adopt conditioned on achieved improvement after merging.
JVT-Q046 [Y. Chen, J. Boyce, K. Xie] SVC frame loss concealment
The current JSVM3.0 software has no error concealment support. The software crashes with any loss. Four error concealment algorithms are proposed to be added to the JSVM to handle frame loss – frame copy and temporal direct mode motion generation, BlSkip mode and reconstruction base layer upsampling. The proposed error concealment algorithms were tested using the packet loss model of VCEG Q15-I-16r1, and the testing conditions are referred to JVT-P026. The described scenario focuses on the two spatial layer cases.
Remark: The same team recently contributed loss concealment functionality in the JM software.  JSVM (up until now) does not behave gracefully in the case of packet losses (i.e., it crashes).
Several concealment methods were implemented by the contributing team and are offered to the JVT for incorporation into the reference software.
Relies on an SEI message for ability to detect some problems in bitstream.
If scheduling issues work out, we would like to have resilience functionality in the software. 
Adopt into JSVM.
7. JVT Non-SVC normative modifications

7.1. Improved 4:4:4 coding

JVT-Q024* [T. Suzuki] Verif. of new 4:4:4 tools
It was reported in the last two meetings that the current 4:4:4 profile is not optimal and that the coding efficiency can be improved significantly with simplification of codec design. The activity toward new 4:4:4 profile was summarized in JVT-P204 in Poznan meeting. In this document, the results of cross verification of JVT-O013 and JVT-P017 are reported.
Results provided just for one sequence for now.  For that sequence approx benefit of new profile would be 0.7 dB AvPSNR across all three of RG&B color components at 45 dB for all-Intra and 0.3 dB benefit for IBrBP.

Used software provided by Thomson.

Used some older software – better software available since then.

New software used later – one sequence "DT = Dining Table" – 1.0 dB in all-intra case, slightly less but about the same amount for IBrBP case (GOP length = 13).

JVT-Q027 [J. Xin, A. Vetro, H. Sun] Verif. of 4:4:4 in JVT-P017

The “Advanced 4:4:4 Profile” as proposed in JVT-O013 and JVT-P017 has been implemented by the authors of the above two contributions. In this contribution, the performance of the encoding schemes proposed in JVT-P017 is verified. 
Substantial agreement with JVT-P017 (Thomson) results.  See summary discussion below.
JVT-Q032 [S. Sekiguchi, Y. Isu, Y. Yamada, K. Asai, T. Murakami] Imp. ent coding for intra pred modes

Introduction of improved entropy coding of intra prediction modes is proposed in this contribution. In some proposals, independent intra prediction for each color component is adopted, which can improve prediction efficiency but leads increase of overhead bits to code additional intra prediction modes. The efficiency of entropy coding for intra prediction modes is investigated for the case that independent intra prediction per each color component is employed. Two types of entropy coding modifications are presented to achieve further coding gain. First one is the modification to the process of predictor determination for coding intra NxN pred modes. The other is a direct CABAC application to the intra NxN pred mode syntax. A set of preliminary experimental results is provided. 
Given the adoption of approach #2 below, this is treated as an informational contribution.

Contribution describes the increase in overhead bit percentage for the separate mode selection intra coding operation method.  Methods of trying to mitigate this issue in the entropy coding process are described in the contribution.  Total bit rate savings of up to 4% (much larger when viewed as a percentage of the bits spend on intra pred modes).

JVT-Q033 [Y. Isu, S. Sekiguchi, Y. Yamada, K. Asai, T. Murakami] Verif. on existing Adv. 4:4:4 proposals

This document provides verification results on the existing advanced 4:4:4 coding proposals that can be categorized as short-term approach (i.e., with minimum modifications to the current AVC coding tools). Both intra-only coding case and inter coding case will be presented. The main purpose of this verification is to evaluate the efficiency of independent spatio-temporal prediction for each color component, which is a new concept for the video coding and can be implemented with minimum modifications to the current AVC coding framework. The common set of HDTV materials discussed in 4:4:4 AHG [1] have been used as test sequences. The existing AVC High 4:4:4 profile (“ref”) is used as reference. For intra-only coding, independent 4:0:0 coding for each color component (“400x3”) and the proposed implementation of “new3” method proposed in JVT-P017 [2] (“new3_melco”) are evaluated. As for the inter coding case, a simple comparison between ref and 400x3 for IPPP… picture type configuration is conducted. 

Independent implementation.  Some questions raised – seek to clarify algorithm aspects for testing.  Roughly same average PSNR measured difference in RGB domain as Thomson reported (e.g., average 1.0 dB).
Some (up to 0.5 dB) benefit shown (more than appeared to be shown in other reports) for separate-prediction-mode intra coding (for their own implementation – common MB type, but separate pred modes).  But reports that they think there should be some way to reduce overhead bits.
In IPPP… coding, find that sometimes many macroblocks are coded as Intra.  (And therefore the performance is dominated by Intra.)  Think perhaps different R-D optimization could avoid this phenomenon.  Less gain when transform coefficients are a higher percentage of the total data.

Note that Thomson proposed changes affect only chroma coding.

JVT-Q035 [Y.L. Lee] Complexity of prop. lossless intra for 4:4:4

The new 4:4:4 profile will use a multi-directional spatial prediction method to reduce the spatial redundancy by using block boundary pixels. A new lossless Intra residual DPCM coding method was proposed at the JVT meeting for the Advanced 4:4:4 Profile. At the previous meeting, the proposed lossless Intra coding method based on residual DPCM showed the bit rate reduction approximately 12.53 % in comparison to the lossless Intra coding method included in FRExt. The purpose of this document is to analyze the complexity of the residual DPCM when the proposed one is used. In the experiments, the decoding complexity is reduced when the proposed method is applied to the Advanced 4:4:4 Profile.
Bit rate reduction (approx 12.5%) previously shown see JVT-P016.  Poznan report quote "Generally favorably disposed, but needs further study and depends on other 4:4:4 plans."  Now the other 4:4:4 plans are becoming more concrete.

Complexity analyzed.  Concludes that proposed method always improved coding efficiency and reduced decoder complexity.  Proposal has been stable for about a year and has been verified.
Agreed to include this as a replacement of current qpprimeyzero operation in new 4:4:4 profiles.
JVT-Q037 [P. Topiwala] Prop. 14-b sample support in Adv. 4:4:4 Profile
For support of 14-bit input video sample data in the upcoming Advanced 4:4:4 Profile. Applications using existing 14-bit video sensors ranging from military surveillance to emerging commercial television and film industry require 14-bit support.
Notes the low impact on the specification and notes that the reference software decoder apparently needs no change and that changes needed in the reference software encoder are minor.

Considers the incremental complexity (esp in software implementations) of 14 bit video, relative to 12 bit video, to be minor.
JVT-Q058 [W.-S. Kim, D. Cho, D. Birinov, H.M. Kim] Verif and analysis of JVT-P017 on 4:4:4 profile
Found problem with current reference software relating to RCT.  Fixed bugs and RCT perf improved up to 1 dB.

· Adaptive rounding control had not been implemented for RCT case

· R-D optimized mode selection problem relating to skip mode

· Modified Lambda use to adjust for RCT use (measure transformed error)

Adaptive rounding control turned off in final experiment.

Results with adaptive rounding control turned on for both luma and chroma are reportedly worse than with luma alone and are not significantly better than with adaptive rounding control turned off altogether.  Luma rounding control reportedly helps when chroma adaptive rounding control is not used, but luma adaptive rounding control was turned off.

Remark: Does this produce an unfair comparison – crippling the reference for comparison?  Response: Adaptive rounding control seems to affect both the RCT off and RCT on cases in roughly the same way (when used properly).

Remark: Encourage investigation of the above problem report.  Tourapis (by email) confirms that there may be a problem for chroma adaptive rounding control for non-4:2:0 operation.  However, Haoping Yu did not notice any such problem in his experiments.  Adaptive rounding control has also (according to Tourapis) not been implemented properly for luma 16x16 and chroma DC values.  Additionally, Tourapis reports a serious bug in the Lagrangian computation for negative values of QP and has contributed a fix for this bug in contribution JVT-Q037.  (Negative values of QP are not used in most experiments.)

Remark: Consider the effect of all three color components.

At roughly 45 dB, reported (on typical sequences) roughly only an average benefit of 0.2 dB (measured in Y component) for the Thomson single-model-selection design (with adaptive rounding control off and no support for RCT) relative to current High 4:4:4 profile (which does support RCT).

Remark: The reported results, when plotted relative to results reported and verified from other contributions, do not appear consistent with the performance of the Thomson scheme as measured in other contributions.
Contribution JVT-Q058 does not provide Intra-only result reports.  Such results were requested for work on this topic.

Remark: What happens when RCT and Thomson modifications are used together?  Response: It improves the RCT performance case – in fact the Thomson modifications are good for RCT because (with single mode selection variant of Thomson proposal) it produces consistent behavior between luma and chroma components.

Contribution also reports results for a modified RCT / inter-plane prediction, used together with the Thomson single-mode proposed modifications, reporting an overall 0.6 dB improvement relative to Thomson proposal.
JVT-Q059 [W.-S. Kim, D. Cho, D. Birinov, H.M. Kim] Advanced residual color transform

Proposes a residual color transform method known as "inter-plane prediction".  Basic concepts have been presented previously (reportedly since May 2003).

Remark: What PSNR or bit rate range are we trying to evaluate performance for?

Note report of recent bug fix activity for RCT.

New results reported since document submission. Trying to match chroma PSNR and measure Y PSNR.

Reports 0.7 dB average on top of Thomson proposal performance (JVT-P017) – maximum 1.3 dB in terms of Y PSNR with equal chroma PSNR.

Needs further study.



JVT-Q086 [T. Wedi] Intra-only 4:4:4 profile

For professional applications, Intra-only coding is a common coding method. Furthermore, several experiments and demonstrations have shown that intra coding has an excellent performance, even compared to state of the art still image coding schemes.
Proposal advocates an intra-only 4:4:4 profile with the same set of modes available for every color component and with separate mode selection for each color component (with interleaving of data at macroblock level rather than picture level).

Advocates selection, e.g., at sequence level, between common mode selection and separate mode selection.

Draft syntax provided.  Remark: Suspect it may look much simpler in "proposal-quality" draft syntax versus true properly-edited actual impact on the complete specification.

Software provided.

Remark: Any comparison between separate mode selection vs. common mode selection?  No.

NOTE: Thomson's separate prediction-mode selection variant is not as separate as this proposed method is.  Here, even the selection between Intra_4x4 and Intra_8x8 and Intra_16x16 is separate.

Remark: The parallelism advantage here has an architectural structure dependency – helps with one type of parallelism but not others.

Coding efficiency seems about the same for both schemes (common mode selection and separate mode selection).

Remark: Perceptual impact?  Response: We don't see one.

Remark: From purely a point of view of the quantity of (encoder) processing power is lower for common mode selection than for separate mode selection (although the separate mode selection case may be "friendlier" to encoder implementation with a particular parallelism structure).  From a decoder perspective, the complexity is likely lower with common mode selection.

After discussion and expression of opinions, what we now seem to have before us is a choice between:

1. Common partitioning with separate mode selection only, or

2. Common partitioning with common mode selection only, or  ( agreed.
3. Support of at least one of the two cases above and also possibly separate partitioning and separate mode selection.
JVT-Q090 [P. Topiwala, H. Yu] New Viper HD test sequences

Three new test sequences are introduced in the existing VIPER 10-bit HD data.  These replace two previously selected sequences that have been found to be inappropriate for 4:4:4 coding.

Some prior Viper test data had data corruption (streaks in chroma components and periodic phenomena) – reported at Poznań meeting.  Proposes replacing two sequences – net result is 6 encouraged test sequences.  Agreed.
4:4:4 Summary Discussion

Group Estimate: Gain from Thomson-proposed changes in JVT-P017 estimated in various contribs (RCT off in both cases) is roughly 1.0 dB on average (across R, G, and B) for RGB Intra coding at about 45 dB.  Intra performance dominates the measured behavior at such bit rates (so that similar although somewhat lower benefit is also found in use cases that include Inter prediction).  Benefit from change to inter prediction process is significantly less than benefit from change to intra prediction, and is primarily at lower bit rates.

Side-activity study measurement including all reported sequences: 0.85 dB for Intra-only coding.  One sequence, "Treasure Planet", not part of the common conditions and not particularly easy code, had an improvement of 2.7 dB.  Removing that sequence from the average makes the average drop to 0.63 dB.

The candidate sequences left out of Thomson's tests are those characterized as bad/corrupted in our input documents, and are those advocated for being replaced in other contributions.

Do we create a new 4:4:4 profile? Yes.  (no objections, substantial support)
Should we make a profile that supports Inter coding?  Yes.  (no objections, substantial support)
Should we make a profile that supports only Intra coding? Yes.  (no objections, substantial support)
Should we keep the current High 4:4:4 profile, or remove it as a corrigendum action?  Remove it.  (no objections, substantial support) US & France positions noted.
Should the new profiles include 14 b video capability? (seems rather simple in text and software, and hopefully in implementations)  Keep the topic open for now – leaning towards including this unless it appears to cause some significant implementation problem.  Request input opinions at next meeting. US position supporting it noted.
Create JD 1 on 4:4:4 coding

· JVT-P017 (Poznan: uses luma tools for intra and inter prediction as common mode solution)
· JVT-Q035 (new lossless Intra 4:4:4 coding)
Software was provided as an attached to the Poznan input as JVT-P017.

7.2. Logo insertion
JVT-Q019 [P. Bordes, E. Francois] SEI for logo insertion
The problem of the logo insertion in video is addressed. It is proposed to transmit the encoded logo in a standardized SEI message. This will greatly facilitate the logo insertion, removing and replacing in a video byte-stream without modifying the quality of the video (VCL). 
The proposal has been welcomed and the goal it wants to achieve has been found of interest to the group. Further investigations are encouraged towards enabling more gene insertion/overlay capabilities including animated logos, subtitles, stock ticker, etc. The use of the aux. picture feature was suggested.

8. JVT Non-SVC non-normative aspects
8.1. Encoder optimization techniques

JVT-Q080 [Z. Heng] R-D function of H.264/AVC transf. coeffs.
In recent literatures on rate control, a quadratic model is widely used. This model was first introduced in assuming the source to be continuous. It is claimed that the transform coefficients are actually discrete random variables, thus the conclusions of continuous source may not hold. This article derives the R-D function transform coefficients by first obtaining the R-D function of simple discrete sources with unique alphabet step, and then composing these simple cases to a product source. Results reveal that the continuous and discrete source has different R-D function form and the latter can approximate to a logarithmic form as that of the former one.

Information document.  Document noted for study by JVT members.

8.2. Improved Error resilience
JVT-Q036 [D. Hench, P. Topiwala] Joint source-channel encoding
A “Joint Source-Channel friendly” real-time implementation of normative AVC is discussed.  The motivation is both to support basic research and to be an early adopter by performing a technology demonstration.

Information document – to generate interest.  Illustration of ability to adapt rate to channel characteristics.

8.3. Reference Software
JVT-Q025 [E. Setton, B. Girod] R-D analysis and streaming of SP and SI frames
Adopt into reference software.

JVT-Q088 [X. Xu, Y. He] Dynamic search range for ME in JM
Add to FME technique that was originally proposed by Tsinghua University only.
Adopted for use within UMHexS operation only.

JVT-Q089 [X. Xu, Y. He] Comments on ME in current JM software
Reports irregular performance from SCU's Simplified UMHexS relative to ordinary UMHexS – example PSNR loss 0.2 dB on Foreman QCIF.  Advocates comparison to full search or fast full search in quality, to ensure never dropping far from that benchmark.

Relative to EPZS integer search part, reports UMHexS has similar quality and lower complexity (esp. for hardware).
No action taken.

JVT-Q079 [A. Tourapis, P. Topivala] Sub-pel ME for enh. predictive zonal search

Most of the complexity of the search is in the integer position search.  However, the fractional search part also has some complexity, so a fast search has been offered in this contribution for the EPZS technique.

Shows example of Foreman QCIF (see above remark on this case in context of JVT-Q089) comparison of USC's Simplified UMHexS, with some improvement in R-D performance relative to that.

Adopted into reference software and JM text for EPZS technique.
9. Withdrawn JVT documents

JVT-Q004, JVT-Q016, JVT-Q041, JVT-Q044, JVT-Q068, JVT-Q074, JVT-Q082
10. Updating of JVT group documents

JVT-Q023 [T. Suzuki] Some COR issues
Report of problems in current AVC specification.

· A.3.3 slice rate constraint for first picture
· Lack of slice rate constraint for some profiles & levels (we think that was intentional – no action likely needed)

· D.2.2 CPB removal delay of first picture in the whole bitstream required to be 0.  Does not enable simplest editing – requires changing the CPB removal delay when chopping bitstream at an IDR location  If that's the only thing that would be required for chopping a bitstream at an IDR picture, then that constraint should probably not be there.
Create JVT output document to track all such issues.
JVT-Q042 [A. Tourapis] Updates to reference software manual
Good input to keep reference software manual up-to-date.  Adopt as group-maintained document update.

11. JVT internal operating rules
The following clarifications/adjustments of JVT operating rules have been approved.

All submissions must be made in JVT-P105.zip format with the word docs, excel sheets and other information being in the zip container. A revision of the doc shall be made by adding the revised doc to the zip container. (The document must also contain an abstract and be accompanied with an e-mail notification containing title, authors and abstract (identical to the one in the doc) which is no longer than 200 words and is written in 3rd person in a manner that does not express endorsement of the content of the document.)

Independent verification (necessary for adoption of a proposal) is provided either through 

a) independent implementation by 1 or more company different than the proponent based on the textual description (after adoption, both decoder source code versions must be made publicly available and one encoder version)

b) providing source code to all CE participants prior to the meeting (CEs can only be joined at the meeting, when the CE is created. CEs are created at each meeting and last until the next meeting.)

For every SEI message and every syntax element that are currently in the SVC draft, a showcase has to be provided in order to retain it in the JSVM/WD. If such a showcase is not provided at the next meeting for an SEI message or parts of it, the SEI message or the respective parts will be removed from the JSVM/WD. The source code and executables for the showcase must be made available.

A first CE description must be available at the last day of the meeting. Changes of the CE description are only allowed until 1 month prior to the next meeting. These changes must be of evolutionary characteristic relative to the input documents on which the CE is based and must be agreed by those who contributed the respective input document(s) or be added as an option.

12. List of Adoptions

Person listed in bracket is responsible for provisioning of text and software integration.

12.1. Normative SVC adoptions

· [H. Schwarz] Remove the update step from the JD starting with JD4.
· JVT-Q015 [E. Francois] General. SVC ESS for inter-layer ratios >2: bug fix and generalization to JSVM
· JVT-Q038 [S. Sun] New results on direct interp. for upsamp. in ESS
· JVT-Q039 [Y. Bao] CE7: FGS for low delay: with all 3 interpolation methods and the highest performance interpolation method being the main reference for comparisons
· JVT-Q040 [J. Ridge] CE8: VLCs for SVC
12.2. Non-Normative SVC adoptions

· JVT-Q081 [N. Cammas] Layered quality opt. of JSVM-3 & closed-loop

· JVT-Q030 [H. Schwarz] Closed loop coding with quality layers: conditioned on achieved improvement after merging.
· JVT-Q046 [Y. Chen] SVC frame loss concealment

12.3. Normative non SVC-related adoptions
· JVT-P017 [H. Yu] (Poznan: uses luma tools for intra and inter prediction as common mode solution)

· JVT-Q035 [Y.L. Lee] (new lossless Intra 4:4:4 coding)

12.4. JM reference software adoptions

· JVT-Q025 [E. Setton] R-D analysis and streaming of SP and SI frames
· JVT-Q088 [Y. He] Dynamic search range for ME in JM
· JVT-Q079 [A. Tourapis] Sub-pel ME for enh. predictive zonal search

13. List of AHGs established

AHG on Project management and errata [Chairs: G. J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand]
Copy mandate for AHG from previous description.
AHG on JM text and reference software [Chairs: T. Wiegand, K. Suehring, A. Tourapis, K. P. Lim]
Copy mandate for AHG from previous description.
AHG on Bitstreams & conformance [Chairs: T. Suzuki, L. Winger]
Copy mandate for AHG from previous description.
AHG on JSVM S/W and new functionality integration [Chair: G. Cook]
Copy mandate for AHG from previous description.
AHG on JSVM & JD text [Chairs: J. Reichel, H. Schwarz, M. Wien]
Copy mandate for AHG from previous description.
AHG on Spatial scalability resampling [Chair: S. Sun, J. Reichel]
· Provide solution (description and software) to unify dyadic and extended spatial scalability resampling process (including downsampling filters).

· Verify that the resampling solution guarantees the correctness of chroma sample positions through all spatial layers.

· Conduct experiments to evaluate the coding performance and visual quality comparing to the current dyadic resampling process.

· Consider practical (or shorter) downsampling filter design for both dyadic and non-dyadic cases (related contribution: JVT-Q083).

· Consider intelligent and/or adaptive filter selection processes for upsampling and downsampling (related contribution: JVT-Q083).

· Consider simplified filter design for the chroma upsampling (related contribution: JVT-Q078).
AHG on Error/Loss resilience test conditions & applications [Chair: Y.-K. Wang, H. C. Choi]
· To refine the error resilience test conditions if needed.

· To study error resilience in scalable video applications.

· To build error resilient simulation environment.

· To generate JSVM error/loss resilience anchor bitstreams.
AHG on Coding eff & JSVM coding efficiency testing conditions [Chairs: M. Wien, H. Schwarz]
Copy mandate for AHG from previous description.
AHG on Study of 4:4:4 functionality [Chair: T. Suzuki]
· To define test conditions for the evaluation of 4:4:4 video coding tools.

· To investigate the complexity and compression performance of 4:4:4 video coding tools.

· 
· To investigate the requirements on new tools, e.g. 14 bit video.
AHG on enhancement-layer complexity reduction [Chair: L. Xiong]
· To analyze the enhancement-layer complexity of JSVM.

· To analyze the possible methods for the reduction of enhancement-layer decoding complexity.
AHG on SVC interlaced coding [Chair: E. Francois, H. Schwarz]
· To define test conditions for validation and evaluation of interlace tools.

· To implement and validate AVC interlace tools (AVC compliant base layer).

· To implement and validate interlace tools for enhancement layer(s).

· To investigate and implement solutions for support of interlace in inter-layer prediction.
AHG on smoothed reference prediction [Chair: W.-J. Han, H. Schwarz]

· To verify and re-design the syntax, semantics, and decoding process of smoothed reference prediction with respect to the current JSVM design
· To further investigate the following topics
· Coding efficiency
· Additional computational complexity
· Consistency of the inter-layer prediction design of the current JSVM
· Consider whether smoothed reference prediction can be a replacement MB type for I_Bl in cases where there is no co-located Intra MB in the base-layer
· Investigate and report on the relative selection frequency of smoothed reference prediction over residual prediction
· Evaluate complexity associated with this smoothed reference prediction
· These efforts should be coordinated with resampling AHG activity to ensure a harmonized outcome.

14. Resolutions of the meeting

[splice in from separate document]
15. SW integration plan
Latest SW: version 2.2 – Poznan SW with some missing parts
October 25th
· [H. Schwarz] Remove the update step from the JD starting with JD4. (parallel with VLC)
· [J. Ridge] JVT-P056-L Variable length codes for SVC: CAVLC for base layer. Implementation of existing tools. Adopt into JSVM software, New tools for scalable coding. 

· [J. Ridge] JVT-Q040 CE8: VLCs for SVC

· [Y. Bao] JVT-Q039 CE7: FGS for low delay: with all 3 interpolation methods and the highest performance interpolation method being the main reference for comparisons

· [Y.-K. Wang] JVT-P061 Signaling of scalab. info. / JVT-P042 CE08: Spatial scalability of multiple ROIs. Adopt as described in JVT-P113. 

· [Y.-K. Wang] JVT-P062 Indication of non-required pics.: Adopt adjusted SEI message as decribed in JVT-P062r1.
-> v 3.1

November 8th
· [S. Kervadec] JVT-P031 (M12306) Syntax for FGS pass fractioning / JVT-P100 High-level syntax for SVC : Adopt as described in JVT-P112, Introduction of FGS fragment NAL units. Adopt. , Decision: keep switchable version of NALU ext header with different meaning of P and Q. Removal of "dead substream" SEI message.

· [N. Cammas] JVT-P029 (M12304) CE05: CE report on quality layers: Non-normative part adopted. 

· [N. Cammas] JVT-Q081 Layered quality opt. of JSVM-3 & closed-loop
-> v 3.2

November 10th
· [H. Schwarz] JVT-Q030 Closed loop coding with quality layers: conditioned on achieved improvement after merging.
-> v 3.3

November 12th
· [T. M. Bae] FMO addition

-> v 3.4

November 18th
· [E. Francois] JVT-Q015 General. SVC ESS for inter-layer ratios >2: bug fix and generalization to JSVM

· [S. Sun] JVT-Q038 New results on direct interp. for upsamp. in ESS

· [Y. Chen] JVT-Q046 SVC frame loss concealment
· [J. Jia] JVT-Q054 Implementation of redundant pictures in JSVM
· [J. Boyce] JVT-P064 Weighted prediction for SVC / JVT-P076 Multi-layer weighted prediction:  2 parts: a) Weighted prediction for the base layer. Adopt into JSVM software, b) New tools for scalable coding. Adopt.

· [J. Boyce] JVT-P065 Weighted prediction for SVC MCTF update step: Do not apply the weights for the update step. Adopted.
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