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Abstract
This document, provided in response to an inquiry from the chair during the Poznan JVT meeting, shows (using one page of text with 12-point font) that it is possible for a decoder, using only quantized histogram statistics and knowledge of the quantizer threshold values, to infer MSE-optimal quantization reconstruction offsets for a typical (Laplacian) pdf source model.  The results can be used in an FGS-embedded context or a conventional non-embedded context.
(see next page for the substance of the contribution)

Decoder Inference of Optimal Reconstruction Values
for DZ+UTQ Quantization of Laplacian Source Random Variables

Gary J. Sullivan

Poznan, July 2005

Consider scalar quantization of a Laplacian random variable X, with pdf given by
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The absolute value of X has an Exponential pdf, given by
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Assume a quantizer that selects a quantization index k according to the following rule:
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We call this a "dead-zone plus uniform-threshold quantizer" (DZ+UTQ) with a dead-zone width of 2*T and a non-zero index interval step size s.  The probability of the absolute value of the quantization index for X being equal to k for k = 1, 2, … is then
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Define the normalized step size as follows:
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Now observe that
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Thus, for example, α can be estimated in the decoder by simply counting the number of samples Nk having an absolute quantized index value of k for k = 1 and k = 2 and
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When the amount of quantized data is large, this will be a good estimate of α.

The mean-square optimal reconstruction value for each quantization index k is then
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where
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For practicality, some approximations should be used to perform the computations, and some special treatment should be given to the case where N2 = 0 and to other cases with small histogram counts.  Some strange behavior can be avoided by clipping the value of N2 so that it is never greater than N1.  Whenever N1 = N2, the value of  (|k| – 1 + δ/α) can be considered equal to its asymptotic limit for high-variance input, which is equal to |k|-0.5.
The basic principle here is a curve-fitting exercise – i.e., to find a way to use the decoded histogram to infer the one constant (σ) necessary to eliminate the unknown degree of freedom in the model pdf.  Once that is known, the optimal reconstruction rule is easy to derive mathematically.  The same concept could be applied to other pdf models as well, although the problem is particularly easily solved in the Laplacian case.
It is also possible to similarly infer statistical properties by examining the number of samples that fall inside the deadzone versus those falling into other regions.  But it gets a bit more tedious.
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