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Abstract

To improve the coding efficiency of SVC, the inter-layer prediction method for temporally enhanced picture was proposed by Samsung Electronics and LG Electronics in the 72nd MPEG meeting [JVT-O058]. We submit this proposal as the extension of JVT-O058.
JSVM 2.0 [JSVM 2.0] can not use motion prediction method of the picture which has time synchronized base layer picture (let’s call this picture as synchronized picture) because MCTF process estimates motion field from the highest temporal level to lowest temporal level order. So, the proposed method estimated motion predictor from base layer motion for unsynchronized picture [JVT-O058].
If the MCTF analysis process can be separated into 2 stages, motion estimation and decomposition stages, then the motion predictor of unsynchronized picture can be derived from the lower temporal level picture. This motion predictor estimation is similar to temporal direct mode of H.264 AVC standard.
1. Motivation
If two successive layers have different frame rates, every odd frame indexed enhancement layer picture do not have temporally coincident base layer picture. JSVM 2.0 [2] does not adopt inter layer motion prediction with those temporally enhanced pictures. In order to improve the motion coding efficiency for temporally enhanced pictures, we tried a temporal distance based motion predictor which is similar to H.264 [3] temporal direct mode (TDM) of B picture. In addition, H.264 TDM has some unreasonable feature when it is used simultaneously with hierarchical B structure. We propose a new TDM tool familiar with hierarchical B structure.
2. Motion prediction of temporally enhanced picture using base layer motion (JVT-O058)
If motion estimation and decomposition process is analyzed from high temporal level to low temporal level order, we can not use H.264 TDM because H.264 TDM use motion information of lower temporal level picture. Although this analysis order makes it impossible to use H.264 TDM tool, JSVM 2.0 adopts inter layer motion prediction for the picture which has coincident base layer picture. But JSVM 2.0 currently uses only spatial motion predictor for motion prediction of the temporally enhanced picture.
We proposed a new motion prediction which uses base layer motion for motion prediction of temporally enhanced picture and JVT-O058 [1] showed performance improvement when it is integrated to JSVM 1.0. JVT-O058 generates motion predictor for temporally enhanced picture from base layer motion using similar tool of H.264 TDM and apply inter layer motion prediction to temporally enhanced picture. We integrated the proposed feature to JSVM 2.0 and we could get meaningful performance improvement again. Performance improvement amount is described in sub clause 6.1. Precise syntax, semantics and decoding process is described in JVT-O058 [1].
3. Splitting of MCTF analysis process for H.264 TDM
MCTF process analyses motion estimation and decomposition successively in one temporal level. For making it possible to use H.264 TDM, we split MCTF analysis process into two stages. One is motion estimation stage and the other is decomposition stage.
Figure 1 shows the difference of integrated MCTF analysis process and split MCTF analysis process.
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Figure 1 Integrated MCTF analysis process and split MCTF analysis process
When the Figure 1 (b) process is used with update step, motion is not optimal in view point of motion and update step combination because the update step is processed with motion which was estimated without update step. This kind of mismatch will drop the anchor performance compared with Integrated MCTF analysis process.
4. Improvement of H.264 AVC TDM
When motion estimation process follows the process of Figure 1 (b), we can use H.264 AVC TDM feature. But H.264 TDM has a problem when it is used with hierarchical B structure.
4.1. TDM with hierarchical B structure
H.264 TDM derives motion field from left side motion of co-located macroblock. Figure 2 shows selected left side motion of co-located macroblock in hierarchical B structure. Solid arrows are motion vector and dotted lines indicate the selection of motion field of co-located macroblock in H.264 TDM process.
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Figure 2 Selection of left side motion field co-located macroblock block in hierarchical B structure
As you can see in Figure 2, H.264 TDM motion fields of high pass (H) picture of time index 3, 6 and 7 are derived from left side motion field of picture 4, 8 and 8 respectively. It seems to be unreasonable because PoC differences of 2 reference pictures(left and right side) of H picture 3, 6 and 7 are not equal to PoC differences of left reference picture of co-located macroblock and selected co-located macroblock. For example, TDM motion field of H picture 7 is derived from left side motion of P picture 8. So H.264 TDM should be changed when it is used with hierarchical B structure.
4.2. H.264 TDM improvement
As we mentioned in subclause 4.1, combination of H.264 TDM and hierarchical B structure is not optimal. This un-optimality can be fixed with simple change of assignment process of co-located macroblock and motion field direction of co-located macroblock.
Co-located macroblock is selected as the macroblock which has a co-incident motion field with respect to the time index of 2 reference pictures of H picture and appropriate direction motion field of co-located macroblock is selected as co-incident motion field. Improved TDM motion field of H picture is derived from the selected co-incident motion field of co-located macroblock. For example, H picture 3 selects a macroblock of H picture 2 as co-located macroblock and right side motion field of co-located macroblock as co-incident motion field. Improved TDM motion field of high pass picture 3 is derived from the selected co-incident motion field. Figure 3 shows assignment of co-located macroblock and co-incident motion field in improved TDM process with hierarchical B structure. Precise syntax, semantics and decoding process is described in subclause 8.1.
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Figure 3 Pointing of co-located block and co-incident motion field in improved TDM process
5. Motion prediction of temporally enhanced picture using improved TDM
JSVM 2.0 does not adopt inter layer motion prediction for temporally enhanced picture. Motion field from the Improved H.264 TDM too of subclause 4.2 is used as motion predictor for temporally enhanced picture. Improved H.264 TDM motion field is set as base layer motion and inter layer motion prediction of JSVM 2.0 is applied to temporally enhanced picture too. Precise syntax, semantics and decoding process is described in subclause 8.1.
6. Experiments
All tests have same spatial resolution and frame rate layer structure. Figure 4 shows test configuration.
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Figure 4 Layer configuration for experiments.
6.1. Motion prediction of temporally enhanced picture using base layer motion (JVT-O058)
There are 2 set of experiments.
a. JSVM 2.0 CE4: Just porting of JVT-O058 to JSVM 2.0 (named as JSVM 2.0 CE4). All layers are processed with encoding process of JSVM 2.0.
b. JSVM 2.0 TDM: Partial application of H.264 TDM to JSVM 2.0. All the other layers are processed same as JSVM 2.0 encoding process except for the layers which has temporally enhanced picture. The layer with temporally enhanced picture is analyzed by splitting of motion estimation and decomposition stages (refer to clause 3). After splitting, H.264 TDM is applied to only top temporal level. Temporal levels which have corresponding base layer picture is processed same as JSVM 2.0. Figure 5 shows test configuration.
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Figure 5 JSVM 2.0 TDM test configuration.
8 graphs below show experimental results with update step.
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As you can see tool of JVT-O058 high above JSVM 2.0 with almost sequences when update step is applied.

8 below graphs show experimental results without update step.

[image: image14.emf]Bus

27

28

29

30

31

064128192256320384448512

bit-rate [kbit/s]

Y-PSNR [dB]

JSVM 2.0

JSVM 2.0 (noup)

JSVM 2.0 (CE4-noup)

JSVM 2.0 (TDM-noup)


[image: image15.emf]Foreman

31

32

33

34

35

0326496128160192224256

bit-rate [kbit/s]

Y-PSNR [dB]

JSVM 2.0

JSVM 2.0 (noup)

JSVM 2.0 (CE4-noup)

JSVM 2.0 (TDM-noup)


[image: image16.emf]Football

30

31

32

33

34

35

01282563845126407688961024

bit-rate [kbit/s]

Y-PSNR [dB]

JSVM 2.0

JSVM 2.0 (noup)

JSVM 2.0 (CE4-noup)

JSVM 2.0 (TDM-noup)


[image: image17.emf]Mobile

24

25

26

27

28

29

30

31

0326496128160192224256288320352384

bit-rate [kbit/s]

Y-PSNR [dB]

JSVM 2.0

JSVM 2.0 (noup)

JSVM 2.0 (CE4-noup)

JSVM 2.0 (TDM-noup)


[image: image18.emf]City

33

34

35

36

37

38

39

025651276810241280153617922048

bit-rate [kbit/s]

Y-PSNR [dB]

JSVM 2.0

JSVM 2.0 (noup)

JSVM 2.0 (CE4-noup)

JSVM 2.0 (TDM-noup)


[image: image19.emf]Crew

34

35

36

37

0256512768102412801536179220482304256028163072

bit-rate [kbit/s]

Y-PSNR [dB]

JSVM 2.0

JSVM 2.0 (noup)

JSVM 2.0 (CE4-noup)

JSVM 2.0 (TDM-noup)


[image: image20.emf]Harbour

29

30

31

32

33

34

0256512768102412801536179220482304256028163072

bit-rate [kbit/s]

Y-PSNR [dB]

JSVM 2.0

JSVM 2.0 (noup)

JSVM 2.0 (CE4-noup)

JSVM 2.0 (TDM-noup)


[image: image21.emf]Soccer

34

35

36

37

38

0256512768102412801536179220482304256028163072

bit-rate [kbit/s]

Y-PSNR [dB]

JSVM 2.0

JSVM 2.0 (noup)

JSVM 2.0 (CE4-noup)

JSVM 2.0 (TDM-noup)


Performance with identification ‘JSVM 2.0’ is estimated with update step. As you can see in the above 8 graphs, splitting of MCTF analysis process and appliance of JVT-O058 does not over come the performance of update step. But JVT-O058 shows performance rise up to 0.2 dB in crew sequence compared with just splitting experiment.
6.2. Improvement of H.264 AVC TDM and motion prediction of temporally enhanced picture using improved TDM
There are 4 set of experiments
a. JSVM 2.0 DM SP: Just splitting of MCTF analysis process into 2 stages as described in clause 3. All layers except for H.264 compatible layer are processed with splitting.
b. JSVM 2.0 DM TDM : H.264 TDM is applied to all layers except for H.264 compatible layer.
c. JSVM 2.0 DM ITDM: Improved H.264 TDM (refer to subclause 4.2) is applied to all layers except for H.264 compatible layer.

d. JSVM 2.0 PM ITDM: Test set a + Applying motion prediction using set c to temporally enhanced picture.
Below graphs show the experiment with update step. We had no time to run the sequence harbour and city. And crew, soccer sequence do not have result with TDM.
[image: image22.emf]Bus

27.00

27.50

28.00

28.50

29.00

29.50

30.00

30.50

31.00

31.50

0.000100.000200.000300.000400.000500.000600.000

JSVM.2.0

JSVM.2.0 DM SP

JSVM.2.0 DM TDM

JSVM.2.0 DM I_TDM

JSVM.2.0 PM I_TDM


[image: image23.emf]Football

30.50

31.00

31.50

32.00

32.50

33.00

33.50

34.00

34.50

020040060080010001200

JSVM.2.0

JSVM.2.0 DM SP

JSVM.2.0 DM TDM

JSVM.2.0 DM I_TDM

JSVM.2.0 PM I_TDM


[image: image24.emf]Foreman

31.5

32

32.5

33

33.5

34

34.5

35

35.5

050100150200250300

JSVM.2.0

JSVM.2.0 DM SP

JSVM.2.0 DM TDM

JSVM.2.0 DM I_TDM

JSVM.2.0 PM I_TDM


[image: image25.emf]Mobile

25.000

25.500

26.000

26.500

27.000

27.500

28.000

28.500

29.000

29.500

30.000

30.500

0.00050.000100.000150.000200.000250.000300.000350.000400.000450.000

JSVM.2.0

JSVM.2.0 DM SP

JSVM.2.0 DM TDM

JSVM.2.0 DM I_TDM

JSVM.2.0 PM I_TDM


[image: image26.emf]Crew

34.500

35.000

35.500

36.000

36.500

37.000

0.000500.0001000.0001500.0002000.0002500.0003000.0003500.000

JSVM.2.0

JSVM.2.0 DM SP

JSVM.2.0 DM MTDM

JSVM.2.0 PM MTDM


[image: image27.emf]Soccer

34.000

34.500

35.000

35.500

36.000

36.500

37.000

37.500

38.000

0.000500.0001000.0001500.0002000.0002500.0003000.0003500.000

JSVM.2.0

JSVM.2.0 DM SP

JSVM.2.0 DM MTDM

JSVM.2.0 PM MTDM


Below graphs show the experiment without update step. We have only results of CIF 4 sequences.
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In this experiment, improved H.264 TDM showed better performance than original H.264 TDM. Foreman shows more than 2% bit save. Bus shows 0.18 db performance improvement.
6.3. JVT-O058 and motion prediction of temporally enhanced picture using improved TDM

4 graphs below show performance comparison between the tool of JVT-O058 and the tool of clause 5 with CIF sequences. The experiment was done without update step. ‘JSVM 2.0’ means the performance of JSVM 2.0 with update step, ‘JSVM 2.0 PM_ITDM’ means the performance of the tool of clause 5 and ‘JSVM 2.0 (CE4-noup)’ means the performance of the tool of JVT-O058.
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In layer 1 of foreman sequence, ‘JSVM 2.0 (CE4-noup)’ assumes more 1.5% bits than ‘JSVM 2.0 PM I_TDM’ and shows about 0.18 db better performance. In layer 4 of foreman sequence, ‘JSVM 2.0 (CE4-noup)’ assumes more 1.7% bits than ‘JSVM 2.0 PM I_TDM’ and shows about 0.16 db better performance. In layer 2 of mobile sequence, ‘JSVM 2.0 (CE4-noup)’ assumes more 1.8% bits than ‘JSVM 2.0 PM I_TDM’ and shows about 0.28 db better performance. In layer 4 of mobile sequence, ‘JSVM 2.0 (CE4-noup)’ saves about 0.6% of bits maintaining same performance.
7. Conclusion

When we split the MCTF analysis process into two stages as described in clause 3, we could not get PSNR quality comparable to integrated MCTF analysis process with update step in both with and without update step. Turning off the update step showed non-negligible PSNR drop.
H.264 TDM has a problem when it is used with hierarchical B structure. Experimental results of subclause 6.2 showed improved H.264 TDM is better than original H.264 TDM.
Motion prediction of missing picture using improved H.264 TDM showed a little bit better performance than improved H.264 TDM. The tool of JVT-O058 showed better performance than the previous two tools with almost sequences (experiment of subclause 6.3).

8. Syntax, semantics and decoding process
8.1. H.264 TDM Improvement
8.1.1. Derivation process for luma motion vectors for B_Skip, B_Direct_16x16, and B_Direct_8x8 (change of S.8.4.1.2 of JVT-N020)
The specification of this subclause in AVC shall apply with the following modifications.

1) Replace the following paragraphs of this subclause in AVC

The derivation process depends on the value of direct_spatial_mv_pred_flag, which is present in the bitstream in the slice header syntax as specified in subclause 7.3.3, and is specified as follows.

· If direct_spatial_mv_pred_flag is equal to 1, the mode in which the outputs of this process are derived is referred to as spatial direct prediction mode.

· Otherwise (direct_spatial_mv_pred_flag is equal to 0), mode in which the outputs of this process are derived is referred to as temporal direct prediction mode.

Both spatial and temporal direct prediction mode use the co-located motion vectors and reference indices as specified in subclause 8.4.1.2.1.

The motion vectors and reference indices are derived as follows.

· If spatial direct prediction mode is used, the direct motion vector and reference index prediction mode specified in subclause 8.4.1.2.2 is used, with subMvCnt being an output.

· Otherwise (temporal direct prediction mode is used), the direct motion vector and reference index prediction mode specified in subclause 8.4.1.2.3 is used and the variable subMvCnt is derived as follows.

· If subMbPartIdx is equal to 0, subMvCnt is set equal to 2.

· Otherwise (subMbPartIdx is not equal to 0), subMvCnt is set equal to 0.

with the following (changes are highlighted)

The derivation process depends on the values of direct_spatial_mv_pred_flag and slice_type, which are present in the bitstream in the slice header syntax as specified in subclause S.7.3.3, and is specified as follows.

· If direct_spatial_mv_pred_flag is equal to 1 and slice_type is not equal to BE (B slice in scalable extension), the mode in which the outputs of this process are derived is referred to as spatial direct prediction mode.

· Otherwise, if direct_spatial_mv_pred_flag is equal to 1 and slice_type is equal to BE (B slice in scalable extension), the mode in which the outputs of this process are derived is referred to as spatial direct prediction mode in scalable extension.

· Otherwise, if direct_spatial_mv_pred_flag is equal to 0 and slice_type is not equal to BE (B slice in scalable extension), the mode in which the outputs of this process are derived is referred to as temporal direct prediction mode.
· Otherwise (direct_spatial_mv_pred_flag is equal to 0 and slice_type is equal to BE (B slice in scalable extension)), the mode in which the outputs of this process are derived is referred to as temporal direct mode in scalable extension
The spatial direct prediction mode and the temporal direct prediction mode use the co-located motion vectors and reference indices as specified in subclause S.8.4.1.2.1.
The temporal direct prediction mode in scalable extension uses the co-located motion vectors and reference indices as specified in subclause S.8.4.1.2.6.
The motion vectors and reference indices are derived as follows.

· If direct_spatial_mv_pred_flag is equal to 1 and slice_type is not equal to BE (B slice in scalable extension), the spatial direct motion vector and reference index prediction mode specified in subclause S.8.4.1.2.2 is used, with subMvCnt being an output.

· Otherwise, if direct_spatial_mv_pred_flag is equal to 1 and slice_type is equal to BE (B slice in scalable extension), the spatial direct motion vector and reference index prediction mode in scalable extension specified in subclause S.8.4.1.2.4 is used, with subMvCnt being an output.

· Otherwise if direct_spatial_mv_pred_flag is equal to 0 and slice_type is not equal to BE (B slice in scalable extension), the direct motion vector and reference index prediction mode specified in subclause S.8.4.1.2.3 is used and the variable subMvCnt is derived as follows.

· If subMbPartIdx is equal to 0, subMvCnt is set equal to 2.

· Otherwise (subMbPartIdx is not equal to 0), subMvCnt is set equal to 0.
· Otherwise (direct_spatial_mv_pred_flag is equal to 0 and slice_type is equal to BE (B slice in scalable extension)), the direct motion vector and reference index prediction mode specified in subclause S.8.4.1.2.6 is used and the variable subMvCnt is derived as follows.

· If subMbPartIdx is equal to 0, subMvCnt is set equal to 2.

· Otherwise (subMbPartIdx is not equal to 0), subMvCnt is set equal to 0.
8.1.2. Derivation process for the co-located 4x4 macroblock partitions in scalable extension  (insert as S.8.4.1.2.5 into JVT-N020)
Inputs to this process are mbPartIdx and subMbPartIdx

Outputs of this process are the picture colPic, colDir, the co-located macroblock mbAddrCol, the motion vector mvCol, the reference index refIdxCol, and the variable vertMvScale (which can be One_To_One, Frm_To_Fld or Fld_To_Frm).
Let firstRefPicL1 be the reference picture referred by RefPicList1[ 0 ] and firstRefPicL0 be the reference picture referred by RefPicList0[0]. A reference picture firstRefPicListX and RefPicListX are reference picture and reference list respectively. X is 0 or 1 and is determined as follows.
· If the first LIST_0 reference picture of firstRefPicL1 is equal to firstRefPicL0, then X is 1.
· else If the first LIST_1 reference picture of firstRefPicL0 is equal to firstRefPicL1, then X is 0.
· otherwise, X is 1.
colDir is equal to 1-X.
When firstRefPicLX is a frame or a complementary field pair, let firstRefPicLXTop and firstRefPicLXBottom be the top and bottom fields of firstRefPicLX, and let the following variables be specified as 

topAbsDiffPOC = Abs( DiffPicOrderCnt( firstRefPicLXTop, CurrPic ) )
(8-127)
bottomAbsDiffPOC = Abs( DiffPicOrderCnt( firstRefPicLXBottom, CurrPic ) )
(8-128)
The variable colPic specifies the picture that contains the co-located macroblock as specified in Table 8‑5.

Table 8‑5 – Specification of the variable colPic

	field_pic_flag
	The first entry in RefPicListX is …
	mb_field_decoding_flag
	additional condition
	colPic

	1
	a field of a decoded frame
	
	
	the frame containing RefPicListX

	
	a decoded field
	
	
	RefPicListX

	0
	a decoded frame
	
	
	RefPicListX

	
	a complementary field pair
	0
	topAbsDiffPOC < bottomAbsDiffPOC
	the top field of RefPicListX

	
	
	
	topAbsDiffPOC >= bottomAbsDiffPOC
	the bottom field of RefPicListX

	
	
	1
	( CurrMbAddr & 1 )  = =  0
	the top field of RefPicListX

	
	
	
	( CurrMbAddr & 1 ) != 0
	the bottom field of RefPicListX


When direct_8x8_inference_flag is equal to 1, subMbPartIdx is set as follows.

subMbPartIdx = mbPartIdx

(8-129)
Let PicCodingStruct( X ) be a function with the argument X being either CurrPic or colPic. It is specified in Table 8‑6.

Table 8‑6 – Specification of PicCodingStruct( X )

	X is coded with field_pic_flag equal to …
	mb_adaptive_frame_field_flag
	PicCodingStruct( X )

	1
	
	FLD

	0
	0
	FRM

	0
	1
	AFRM


With luma4x4BlkIdx = mbPartIdx * 4 + subMbPartIdx, the inverse 4x4 luma block scanning process as specified in subclause 6.4.3 is invoked with luma4x4BlkIdx as the input and ( x, y ) assigned to ( xCol, yCol ) as the output.

Table 8‑7 specifies the co-located macroblock address mbAddrCol, yM, and the variable vertMvScale in two steps:

1. Specification of a macroblock address mbAddrX depending on PicCodingStruct( CurrPic ), and PicCodingStruct( colPic ).

NOTE - It is not possible for CurrPic and colPic picture coding types to be either (FRM, AFRM) or (AFRM, FRM) because these picture coding types must be separated by an IDR picture.

2. Specification of mbAddrCol, yM, and vertMvScale depending on mb_field_decoding_flag and the variable fieldDecodingFlagX, which is derived as follows.

· If the macroblock mbAddrX in the picture colPic is a field macroblock, fieldDecodingFlagX is set equal to 1

· Otherwise (the macroblock mbAddrX in the picture colPic is a frame macroblock), fieldDecodingFlagX is set equal to 0.

Unspecified values in Table 8‑7 indicate that the value of the corresponding variable is not relevant for the current table row.

mbAddrCol is set equal to CurrMbAddr or to one of the following values.

mbAddrCol1 = 2 * PicWidthInMbs * ( CurrMbAddr / PicWidthInMbs ) + 


( CurrMbAddr % PicWidthInMbs ) + PicWidthInMbs * ( yCol / 8 )
(8-130)

mbAddrCol2 = 2 * CurrMbAddr + ( yCol / 8 )

(8-131)

mbAddrCol3 = 2 * CurrMbAddr + bottom_field_flag

(8-132)

mbAddrCol4 = PicWidthInMbs * ( CurrMbAddr / ( 2 * PicWidthInMbs ) ) + 


( CurrMbAddr % PicWidthInMbs ) 

(8-133)

mbAddrCol5 = CurrMbAddr / 2

(8-134)

mbAddrCol6 = 2 * ( CurrMbAddr / 2 ) + ( ( topAbsDiffPOC < bottomAbsDiffPOC ) ? 0 : 1 )
(8-135)

mbAddrCol7 = 2 * ( CurrMbAddr / 2 ) + ( yCol / 8 )

(8-136)

Table 8‑7 – Specification of mbAddrCol, yM, and vertMvScale

	PicCodingStruct( CurrPic )
	PicCodingStruct( colPic )
	mbAddrX
	mb_field_decoding_flag
	fieldDecodingFlagX
	mbAddrCol
	yM
	vertMvScale

	FLD
	FLD
	
	
	
	CurrMbAddr
	yCol
	One_To_One

	
	FRM
	
	
	
	mbAddrCol1
	( 2 * yCol ) % 16
	Frm_To_Fld

	
	AFRM
	2*CurrMbAddr
	
	0
	mbAddrCol2
	( 2 * yCol ) % 16
	Frm_To_Fld

	
	
	
	
	1
	mbAddrCol3
	yCol
	One_To_One

	FRM
	FLD
	
	
	
	mbAddrCol4
	8 * ( (CurrMbAddr / PicWidthInMbs ) % 2) + 4 * ( yCol / 8 )
	Fld_To_Frm

	
	FRM
	
	
	
	CurrMbAddr
	yCol
	One_To_One

	AFRM
	FLD
	
	0
	
	mbAddrCol5
	8 * ( CurrMbAddr % 2 ) +4 * ( yCol / 8 )
	Fld_To_Frm

	
	
	
	1
	
	mbAddrCol5
	yCol
	One_To_One

	
	AFRM
	CurrMbAddr
	0
	0
	CurrMbAddr
	yCol
	One_To_One

	
	
	
	
	1
	mbAddrCol6
	8 * ( CurrMbAddr % 2 ) + 4 * ( yCol / 8 )
	Fld_To_Frm

	
	
	CurrMbAddr
	1
	0
	mbAddrCol7
	( 2 * yCol ) % 16
	Frm_To_Fld

	
	
	
	
	1
	CurrMbAddr
	yCol
	One_To_One


Let mbPartIdxCol be the macroblock partition index of the co-located partition and subMbPartIdxCol the sub-macroblock partition index of the co-located sub-macroblock partition. The partition in the macroblock mbAddrCol inside the picture colPic covering the sample ( xCol, yM ) shall be assigned to mbPartIdxCol and the sub-macroblock partition inside the partition mbPartIdxCol covering the sample ( xCol, yM ) in the macroblock mbAddrCol inside the picture colPic shall be assigned to subMbPartIdxCol.

The prediction utilization flags predFlagL0Col and predFlagL1Col are set equal to PredFlagL0[ mbPartIdxCol ] and PredFlagL1[ mbPartIdxCol ], respectively, which are the prediction utilization flags that have been assigned to the macroblock partition mbAddrCol\mbPartIdxCol inside the picture colPic.

The motion vector mvCol and the reference index refIdxCol are derived as follows. Y is equal to colDir.
· If the macroblock mbAddrCol is coded in Intra macroblock prediction mode or both prediction utilization flags, predFlagL0Col and predFlagL1Col are equal to 0, both components of mvCol are set equal to 0 and refIdxCol is set equal to –1.

· Otherwise, the following applies.

· If predFlagLYCol is equal to 1, the motion vector mvCol and the reference index refIdxCol are set equal to MvLY[ mbPartIdxCol ][ subMbPartIdxCol ] and RefIdxLY[ mbPartIdxCol ], respectively, which are the motion vector mvLY and the reference index refIdxLY that have been assigned to the (sub-)macroblock partition mbAddrCol\mbPartIdxCol\subMbPartIdxCol inside the picture colPic.

· Otherwise (predFlagLYCol is equal to 0 and predFlagLXCol is equal to 1), the motion vector mvCol and the reference index refIdxCol are set equal to MvLX[ mbPartIdxCol ][ subMbPartIdxCol ] and RefIdxLX[ mbPartIdxCol ], respectively, which are the motion vector mvLX and the reference index refIdxLX that have been assigned to the (sub-)macroblock partition mbAddrCol\mbPartIdxCol\subMbPartIdxCol inside the picture colPic.

8.1.3. Derivation process for temporal direct luma motion vector and reference index prediction mode in scalable extension (insert as S.8.4.1.2.6 into JVT-N020)
This process is invoked when direct_spatial_mv_pred_flag is equal to 0 and slice_type is BE (B slice in scalable extension) and any of the following conditions is true. 

· mb_type is equal to B_Skip 

· mb_type is equal to B_Direct_16x16

· sub_mb_type[ mbPartIdx ] is equal to B_Direct_8x8.

Inputs to this process are mbPartIdx and subMbPartIdx.

Outputs of this process are the motion vectors mvL0 and mvL1, the reference indices refIdxL0 and refIdxL1, and the prediction list utilization flags, predFlagL0 and predFlagL1.

The process specified in subclause 8.4.1.2.5 is invoked with mbPartIdx, subMbPartIdx given as input and the output is assigned to colPic, colDir, mbAddrCol, mvCol, refIdxCol, and vertMvScale.

The reference indices refIdxL0 and refIdxL1 are derived as follows. Y is equal to colDir and X is equal to 1-Y..
refIdxLY = ( ( refIdxCol < 0 ) ? 0 : MapColToListY( refIdxCol ) ) 
(8-144)

refIdxLX = 0

(8-145)
NOTE - If the current macroblock is a field macroblock, refIdxL0 and refIdxL1 index a list of fields; otherwise (the current macroblock is a frame macroblock), refIdxL0 and refIdxL1 index a list of frames or complementary reference field pairs. 
Let refPicCol be a frame, a field, or a complementary field pair that was referred by the reference index refIdxCol when decoding the co-located macroblock mbAddrCol inside the picture colPic. The function MapColToListY( refIdxCol ) is specified as follows. 

-
If vertMvScale is equal to One_To_One, MapColToListY( refIdxCol ) returns the lowest valued reference index refIdxLY in the current reference picture list RefPicListY that references refPicCol. RefPicListY shall contain a variable PicNum or LongTermPicNum that references refPicCol.

-
Otherwise, if vertMvScale is equal to Frm_To_Fld, MapColToListY( refIdxCol ) returns the lowest valued reference index refIdxLY in the current reference picture list RefPicListY that references the field of refPicCol with the same parity as the current macroblock. RefPicListY shall contain a variable PicNum or LongTermPicNum that references the field of refPicCol with the same parity as the current picture CurrPic.

-
Otherwise (vertMvScale is equal to Fld_To_Frm), MapColToListY( refIdxCol ) returns the lowest valued reference index refIdxLY in the current reference picture list RefPicListY that references the frame or complementary field pair that contains refPicCol. RefPicListY shall contain a variable PicNum or LongTermPicNum that references the frame or complementary field pair that contains refPicCol.

NOTE – A decoded reference picture that was marked as "used for short-term reference" when it was referenced in the decoding process of the picture containing the co-located macroblock may have been modified to be marked as "used for long-term reference" before being used for reference for inter prediction using the direct prediction mode for the current macroblock.

Depending on the value of vertMvScale the vertical component of mvCol is modified as follows.

-
If vertMvScale is equal to Frm_To_Fld

mvCol[ 1 ] = mvCol[ 1 ] / 2

(8-146)

-
Otherwise, if vertMvScale is equal to Fld_To_Frm

mvCol[ 1 ] = mvCol[ 1 ] * 2

(8-147)

-
Otherwise (vertMvScale is equal to One_To_One), mvCol[ 1 ] remains unchanged.

The two motion vectors mvL0 and mvL1 for each 4x4 sub-macroblock partition of the current macroblock are derived as follows:

NOTE – It is often the case that many of the 4x4 sub-macroblock partitions share the same motion vectors and reference pictures. In these cases, temporal direct mode motion in scalable extension compensation can calculate the inter prediction sample values in larger units than 4x4 luma sample blocks. For example, when direct_8x8_inference_flag is equal to 1, at least each 8x8 luma sample quadrant of the macroblock shares the same motion vectors and reference pictures.

–
If the reference index refIdxLY refers to a long-term picture, or DiffPicOrderCnt( picA, picB ) with picA being the picture referred by RefPicListY[ refIdxLY ] and picB being the picture referred by RefPicListX[ refIdxLX ] is equal to 0, the motion vectors mvL0, mvL1 for the direct mode partition are derived by

mvL0 = mvCol

(8-148)

mvL1 = 0


(8-149)

–
Otherwise, the   derived as scaled versions of the motion vector mvCol of the co-located sub-macroblock partition as specified below (see Figure 8‑2)

tx = ( 16 384 + Abs( td / 2 ) ) / td

(8-150)

DistScaleFactor = Clip3( -1024, 1023, ( tb * tx + 32 ) >> 6 ) 
(8-151)
mvLY = ( DistScaleFactor * mvCol + 128 ) >> 8

(8-152)
mvLX = mvLY – mvCol 

(8-153)


where tb and td are given as follows with pic0 being the decoded reference picture specified by RefPicListY[ refIdxLY ] and pic1 being the decoded reference picture specified by RefPicListX[ refIdxLX ]

tb = Clip3( -128, 127, DiffPicOrderCnt( CurrPic, pic0 ) )
(8-154)

td = Clip3( -128, 127, DiffPicOrderCnt( pic1, pic0 ) )
(8-155)

NOTE - mvL0 and mvL1 cannot exceed the ranges specified in Annex A.

The prediction utilization flags predFlagL0 and predFlagL1 are both set equal to 1.

Figure 8‑2 illustrates the temporal direct-mode motion vector inference when Y is 0 and X is 1.
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Figure 8‑2 –Example for temporal direct-mode motion vector inference (informative)
8.2. Motion prediction of temporally enhanced picture using improved H.264 TDM

8.2.1. Derivation process for base pictures of temporally enhanced pictures
This process can only be invoked when the value of the syntax element base_id_plus1 is equal to 0 and layer_id is greater than 0.
Output of this process is a base picture basePic.

The picture basePic can be used for predicting motion data of the current picture CurrPic. The base picture is represented by its syntax elements, prediction utilization flags, reference picture indices, and motion vectors.

The picture basePic is set to colPic which is output of subclause 8.1.2.
8.2.2. Syntax in tabular form

8.2.2.1. Macroblock layer in scalable extension syntax
	macroblock_layer_in_scalable_extension( ) {
	C
	Descriptor

	
if( base_layer_id_plus1  ! =  0 && adaptive_prediction_flag &&

      ( DiffPicOrderCnt ( CurrPic, basePic ) == 0 | | 
! intra_base_mb ( CurrMbAddr )  ) {
	
	

	

base_layer_mode_flag
	2
	ae(v)

	

if( ! base_layer_mode_flag  &&  HalfResolutionBaseLayer  &&


     ! IntraBaseLayerMacroblock )
	
	

	


base_layer_refinement_flag
	2
	ae(v)

	
}
	
	

	
if( ! base_layer_mode_flag  &&  ! base_layer_refinement_flag ) {
	
	

	

mb_type
	2
	ae(v)

	

if( mb_type  = =  I_NxN  &&  base_layer_id_plus1  !=  0 &&
       DiffPicOrderCnt( CurrPic, basePic ) == 0 )
	
	

	


intra_base_flag
	2
	ae(v)

	
}
	
	

	
if( MbType  = =  I_PCM ) {
	
	

	

while( !byte_aligned( ) )
	
	

	


pcm_alignment_zero_bit
	2
	f(1)

	

for( i = 0; i < 256; i++ )
	
	

	


pcm_sample_luma[ i ]
	2
	u(v)

	

for( i = 0; i < 2 * MbWidthC * MbHeightC; i++ )
	
	

	


pcm_sample_chroma[ i ]
	2
	u(v)

	
} else {
	
	

	

NoSubMbPartSizeLessThan8x8Flag = 1
	
	

	

if( MbType  !=  I_NxN  &&  MbType  !=  I_BL  &&




MbPartPredMode( MbType, 0 )  !=  Intra_16x16  &&



NumMbPart( MbType )  = =  4 ) {
	
	

	


if( ! base_layer_mode_flag )
	
	

	



sub_mb_pred_in_scalable_extension( MbType )
	2
	

	


for( mbPartIdx = 0; mbPartIdx < 4; mbPartIdx++ )
	
	

	



if( SubMbType[ mbPartIdx ]  !=  B_Direct_8x8 ) {
	
	

	




if( NumSubMbPart( SubMbType[ mbPartIdx ] )  >  1 )
	
	

	





NoSubMbPartSizeLessThan8x8Flag = 0
	
	

	



} else if( !direct_8x8_inference_flag )
	
	

	




NoSubMbPartSizeLessThan8x8Flag = 0
	
	

	

} else {
	
	

	


if( transform_8x8_mode_flag  &&  MbType  = =  I_NxN )
	
	

	



transform_size_8x8_flag
	2
	ae(v)

	


mb_pred_in_scalable_extension( MbType )
	2
	

	

}
	
	

	

if( MbPartPredMode( MbType, 0 )  !=  Intra_16x16 ) {
	
	

	


coded_block_pattern
	2
	ae(v)

	


if( CodedBlockPatternLuma > 0  &&





 transform_8x8_mode_flag  &&  MbType  !=  I_NxN  &&





 NoSubMbPartSizeLessThan8x8Flag  &&





 !( MbPartPredMode( MbType, 0 )  = =  B_Direct_16x16  &&






!direct_8x8_inference_flag ) )
	
	

	



transform_size_8x8_flag
	2
	ae(v)

	

}
	
	

	

if( CodedBlockPatternLuma > 0  | |  CodedBlockPatternChroma > 0  | |



MbPartPredMode( MbType, 0 )  = =  Intra_16x16 ) {
	
	

	


mb_qp_delta
	2
	ae(v)

	


residual_in_scalable_extension( )
	3 | 4
	

	

}
	
	

	
}
	
	

	}
	
	


8.2.2.2. Residual in scalable extension syntax

	residual_in_scalable_extension( ) {
	C
	Descriptor

	
if( base_id_plus1  !=  0  &&  adaptive_prediction_flag  &&


MbPartPredType( mb_type, 0 )  !=  Intra_16x16  &&


MbPartPredType( mb_type, 0 )  !=  Intra_8x8  &&


MbPartPredType( mb_type, 0 )  !=  Intra_4x4  &&


MbPartPredType( mb_type, 0 )  !=  Intra_Base &&



DiffPicOrderCnt ( CurrPic, basePic ) == 0 )
	
	

	

residual_prediction_flag
	3 | 4
	ae(v)

	
if( MbPartPredMode( mb_type, 0 )  = =  Intra_16x16 )
	
	

	

residual_block_cabac( Intra16x16DCLevel, 16 )
	3
	

	
for( i8x8 = 0; i8x8 < 4; i8x8++ )  /* each luma 8x8 block */
	
	

	

if( !transform_size_8x8_flag )
	
	

	


for( i4x4 = 0; i4x4 < 4; i4x4++ ) {  /* each 4x4 sub-block of block */
	
	

	



if( CodedBlockPatternLuma & ( 1 << i8x8 ) )
	
	

	




if( MbPartPredMode( mb_type, 0 )  = =  Intra_16x16 )
	
	

	





residual_block_cabac( Intra16x16ACLevel[i8x8 * 4 + i4x4], 15 )
	3
	

	




else
	
	

	





residual_block_cabac( LumaLevel[ i8x8 * 4 + i4x4 ], 16 )
	3 | 4
	

	



else if( MbPartPredMode( mb_type, 0 )  = =  Intra_16x16 )
	
	

	




for( i = 0; i < 15; i++ ) 
	
	

	





Intra16x16ACLevel[ i8x8 * 4 + i4x4 ][ i ] = 0
	
	

	



else
	
	

	




for( i = 0; i < 16; i++ )
	
	

	





LumaLevel[ i8x8 * 4 + i4x4 ][ i ] = 0
	
	

	


}
	
	

	

else if( CodedBlockPatternLuma & ( 1 << i8x8 ) )
	
	

	


residual_block_cabac( LumaLevel8x8[ i8x8 ], 64 )
	3 | 4
	

	

else
	
	

	


for( i = 0; i < 64; i++ )
	
	

	



LumaLevel8x8[ i8x8 ][ i ] = 0
	
	

	
if( chroma_format_idc  !=  0 ) {
	
	

	

NumC8x8 = 4 / ( SubWidthC * SubHeightC )
	
	

	

for( iCbCr = 0; iCbCr < 2; iCbCr++ )
	
	

	


if( CodedBlockPatternChroma & 3 )  /* chroma DC residual present */
	
	

	



residual_block_cabac( ChromaDCLevel[ iCbCr ], 4 * NumC8x8 )
	3 | 4
	

	


else
	
	

	



for( i = 0; i < 4 * NumC8x8; i++ )
	
	

	




ChromaDCLevel[ iCbCr ][ i ] = 0
	
	

	

for( iCbCr = 0; iCbCr < 2; iCbCr++ )
	
	

	


for( i8x8 = 0; i8x8 < NumC8x8; i8x8++ )
	
	

	



for( i4x4 = 0; i4x4 < 4; i4x4++ )
	
	

	




if( CodedBlockPatternChroma & 2 )















/* chroma AC residual present */
	
	

	





residual_block_cabac( ChromaACLevel[ iCbCr ][ i8x8*4+i4x4 ],











     15)
	3 | 4
	

	




else
	
	

	





for( i = 0; i < 15; i++ )
	
	

	






ChromaACLevel[ iCbCr ][ i8x8*4+i4x4 ][ i ] = 0
	
	

	
}
	
	


8.2.3. Semantics

8.2.3.1. SliceHeader in scalable extension semantics
base_mode_flag equal to 1 specifies that mb_type for the current macroblock and where applicable the reference indices and motion vectors shall be inferred in dependence of the corresponding base macroblock.  base_mode_flag equal to 0 specifies that mb_type is not inferred unless the base_mode_refinement_flag is equal to 1.
When base_mode_flag is not present, base_mode_flag shall be inferred as follows.

-        If base_id_plus1 is equal to 0, the value of base_mode_flag shall be inferred to be equal to 0.

-        Otherwise ( base_id_plus1 is greater than 0 ), 

· If all of the following conditions are true, the value of base_mode_flag shall be inferred to be equal to 0.
· DiffPicOrderCnt( CurrPic, basePic ) is not equal to 0.
· Intra_base_mb( CurrMbAddr ) is true.
· Otherwise, the value of base_mode_flag shall be inferred to be equal to 1.
residual_prediction_flag equal to 1 specifies that the residual signal is predicted by the (possibly upsampled) reconstructed residual signal of the base macroblock or sub-macroblock.  residual_prediction_flag equal to 0 specifies that the residual signal is not predicted.
When the syntax element residual_prediction is not present, residual_prediction_flag is inferred as follows.

-      If mb_type does not specify an I macroblock type and base_id_plus1 is greater than 0,

· If DiffPicOrderCnt( CurrPic, basePic ) is not equal to 0, the value of residual_prediction_flag shall be inferred to be equal to 0.
-     Otherwise, residual_prediction_flag is inferred to be equal to 1.
-       Otherwise, residual_prediction_flag is inferred to be equal to 0.

8.2.4. Decoding process

8.2.4.1. Inter layer motion prediction process for temporally enhanced picture
Inter layer motion prediction for temporally enhanced picture consists of 3 steps.

8.2.4.2. Derivation process for base pictures

As described in subclause8.2.1, the output colPic of subclause 8.1.2 is selected as basePic for temporally enhanced picture.
8.2.4.3. Derivation process for base layer motion
Base layer motion for temporally enhanced picture is set to the output motion vectors mvL0 and mvL1 of subclause 8.1.3.
8.2.4.4. Inter layer motion rediction for the temporally enhanced picture

If any of base_mode_flag, base_mode_refinement_flag, and motion_prediction_flag_lX is equal to 1, the derived motion information in subclause 8.2.4.3 is used as the base motion information.
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The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a free license to an unrestricted number of applicants on a worldwide, non-discriminatory basis to manufacture, use and/or sell implementations of the above Recommendation | Standard.
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	2.2
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a license to an unrestricted number of applicants on a worldwide, non-discriminatory basis and on reasonable terms and conditions to manufacture, use and/ or sell implementations of the above Recommendation | Standard.


Such negotiations are left to the parties concerned and are performed outside the ITU | ISO/IEC.
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The same as box 2.2 above, but in addition the Patent Holder is prepared to grant a “royalty-free” license to anyone on condition that all other patent holders do the same.
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The Patent Holder is unwilling to grant licenses according to the provisions of either 2.1, 2.2, or 2.2.1 above.  In this case, the following information must be provided as part of this declaration:

· patent registration/application number;
· an indication of which portions of the Recommendation | Standard are affected.
· a description of the patent claims covering the Recommendation | Standard;
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The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.
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