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1. Introduction

Region of interest (ROI) is an area that is semantically important to a particular user. When ROIs are identified in video sequence, the provider may just send the ROIs to users, so as saving much bandwidth/bitrate while still satisfying users' consumption request.

With scalable video, it is expected that a bitstream that contains the ROI can be extracted without any transcoding operations. Also, the user may want to see more than one ROI's at the same time. The existence of one or more ROIs results in some difficulties in extracting the bitstream. In this contribution, we present solutions to address these difficulties. 

2. Problem
Some typical scenarios were described in [JVT-O037]. From the scenarios, we note that there are two important issues with multiple ROIs:

· The user may want to see the ROIs at different spatial resolutions. 

· Two ROIs may have an overlapped area, which is a redundancy to be considered in coding efficiency.

We follow the concept of slice group of MPEG-4 AVC in describing the independent regions. In the coding mechanism, we consider the following solution to improve the coding efficiency:

· To avoid duplicate coding of overlapped regions in multiple ROIs, we propose to encode the overlapped regions in the manner that they will be independently decodable.

· To support different spatial resolutions for different ROIs, we introduce the concept of virtual parts in layers. 

The above concepts can be illustrated by the example in Fig. 1. In this example, originally the video is displayed at 4CIF size. But a user, who is staying on a bus and using a wireless PDA, may request "I only want to see ROI 1 at one fourth size and ROI 2 at half size". In this case, there is one overlapped region (denoted as OR) between the two ROIs. We denote (ROI_x - OR) as the part of ROI_x subtracted by OR.

Then, for this request, the provider may initially encode ROI 1 at QCIF layer and ROI 2 at both QCIF and CIF layers. He may add one more layer, which is 4CIF, to display the video at a high-end device. Our focus here is the above user and the bitstream containing the CIF and QCIF layers.

[image: image1.wmf]
Fig. 1: Illustration of providing ROIs with different resolutions and overlapped region

Specifically, at the QCIF layer, (ROI_1 - OR), (ROI_2 - OR), and the OR are encoded as three separate regions. At the CIF layer, only (ROI_2 - OR) and OR are enhanced. However, to allow this stream to be used as a lower layer for further enhancement, we put a "virtual part" for (ROI_1 - OR). This area has no video data, but some metadata to inform the higher layer (in this example, the 4CIF layer) that the video data for this area can be upscaled from its lower layer (in this example the QCIF layer). Then the two sub-bitstreams for the two ROIs can be extracted and displayed simultaneously on the user's device (they can be displayed side by side, "overlappedly", or in two separate windows, etc.).

In this scenario, the virtual part could be effective in cases where a ROI needs to be presented at certain resolutions (e.g. QCIF, 4CIF), but not at other resolutions (CIF).

3. ROI handling

We assume that ROIs and ORs have already been given. To describe the ROIs and ORs, we employ FMO with map type 2. In the following, we present the coding in the context of multiple ROI's, specifically handling the virtual parts and overlapped regions. ROIs are partitioned into independently decodable regions. Especially, overlapped regions between ROIs are carefully considered to enhance coding efficiency. If the overlapped regions between ROIs are not considered, it would be encoded redundantly. To avoid the redundant encoding, the overlapped regions are considered as independently decodable regions. To encode the regions, we exploit a regional coding tool, such as the slice group in MPEG-4 AVC. We assume that only dyadic case for spatial scalability is considered.
For a bitstream containing a ROI to be independently decoded, it should be processed as a normal whole-picture bitstream. Specifically, the Intra_Base prediction and fractional sample interpolation need to be modified to support ROIs. With Intra_Base prediction, the base blocks at the picture border need some extension for upsampling process of the picture. In same way, to decode a ROI bitstream, the base blocks at the ROI border should be extended for upsampling of the ROI. This issue is depicted in Fig. 2. Similarly, for fractional sample interpolation of inter coding, some samples are padded outside the border of a reference picture. Motion estimation for each ROI is also constrained within the area of that ROI. Therefore, in inter-coding implementation of an ROI, samples should be padded outside the border of ROI (Fig. 3).

Moreover, virtual part is virtually reconstructed information from the lower layer region when a corresponding region does not exist in the current layer. By introducing the virtual part, the inter-layer coding between the n-th layer and n+k th layer where k> 1 is possible without any modifications of the current SVC scheme. In inter-layer coding, the virtual part is constructed as the prediction of the base layer, which is simply upsampled of all base data, namely texture, residual, motion information (Fig. 4).
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Fig. 2: Border extension for picture and ROI
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Fig. 3: sample padding at boundary of picture and ROI for fractional sample interpolation
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Fig. 4: Upsampling of base data for construction of the virtual part

4. Experiments

As mentioned, the goals of multiple ROI scalability include: 1) providing regions of interest only and 2) providing different qualities for different ROIs. These goals are well related with the coding-efficiency objective of SVC. The following experiments will focus on the use of ROI scalability features for saving video bitrate. We focus on spatial scalability, so FGS layers are not included in these experiments. It should be noted that, given a spatial layer, the SNR qualities of ROIs are not changed after extraction, so only bitrates of ROI-containing bitstreams are measured for comparison purpose.

4.1 First experiment

In this experiment, we examine how is the bitrate-saving when the size of ROI is varied. Here, for simplicity, only one ROI is considered for each video sequence. Each sequence will be encoded by two layers, QCIF and CIF. We compare the bitrates of following bitstreams:

- ROI only bitstream: bitstream containing just the area of ROI. Here, the size of ROI will be varied to see the dependence of bitrate on ROI size. Three ROI sizes at CIF resolution are considered: 128x128, 192x192, 256x256.

- Whole frame bitstream (without FMO): bitstream containing original full frame size.

The experiment results are shown in Fig. 5. Obviously, we can see that the bitrate can be largely saved in case only ROI is sent to end user.
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(a) Harbour sequence

[image: image13.bmp]
(b) Bus sequence

[image: image14.emf]BUS_CIF_65F

0

50

100

150

200

250

300

128x128192x192256x256

ROI Size

(kbits/s)

ROI onlywhole picture


(c) Ice sequence
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(d) Speedway sequence

Fig. 5: Bitrate of ROI bitstream with different ROI sizes

4.2 Second experiment

In this experiment, we consider two ROIs with an overlapped region (OR). We will examine how is the bitrate-saving when the size of OR is varied. All test sequences are encoded with two spatial layers, namely QCIF, CIF. Each ROI has size of 160x160 at CIF resolution. And three sizes of OR are: 64x64, 96x96, 128x128 at CIF resolution. We consider the bitrates of the following bistreams:

· "ROIs with OR": Bitstream which just contains ROIs, where OR is coded only once for two ROIs. Three sizes of OR at 

· "Separate ROIs": Bitstream which just contains ROIs, but two ROIs are encoded independently without considering the overlapped region. That is, the two ROIs actually are encoded into two sub-bitstream.

Fig. 6 shows the results of different test sequences. It is obvious that as the size of OR is increased, the bitrate of "ROIs with OR" become lower than that of "Separate ROIs". That means, considering OR in coding multiple ROIs is useful for coding-efficiency. However, at small sizes of OR, sometimes the bitrates of "ROIs with OR" is not smaller, even higher than that of "Separate ROIs". This phenomenon is possibly due to the overhead of FMO in JSVM.
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(a) Bus sequence
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(b) Harbour sequence
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(c) Crew sequence
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(d) Speedway sequence

Fig. 6: Bitrates of two-ROI streams with different sizes of overlapped region

4.3 Third experiment

In this experiment, we examine the use of virtual part in inter-layer coding. For example, consider that case of one ROI. The provider may just provide the ROI at lowest layer, namely QCIF. However, the provider also wants to use this bitstream to enhance the video to 4CIF layer, while at the intermediate layer (CIF) the provider will put a virtual part. In this case we consider three bitstreams:

· "Interlayer coding with VP": Bitstream containing ROI only, with virtual part at CIF layer, interlayer coding is between QCIF and 4CIF.

· "Intra coding with VP": Bitstream containing ROI only, with virtual part at CIF layer, but 4CIF layer is intra coded.

· "Full interlayer coding": Bitstream containing ROI only, and three layers are encoded as a normal SVC stream.

Fig. 7 shows the experiment results when the size of ROI at 4CIF layer is 320x320. We see that the bitstream "Interlayer coding with VP" has the smallest bitrate, the difference is about 6% compared to the "full interlayer coding" bitstream, and 10% compared to the "Intra coding with VP" stream. In Fig. 8, the ROI size is increased to be equal to the frame size, and the same advantage of virtual part based interlayer coding is also shown. That means using the virtual part for interlayer coding help to increase the coding efficiency. 
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(a) Ice sequence
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(b) Crew sequence

Fig. 7: Bitrate advantage of interlayer coding with virtual part, ROI size of 320x320
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(a) Ice sequence
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(b) Crew sequence

Fig. 8: Bitrate advantage of interlayer coding with virtual part, ROI size equal to whole frame size

5. Changes in JSVM

Changes in section S.7.3.2.1 Sequence parameter set RBSP syntax

	seq_parameter_set_rbsp( ) {
	C
	Descriptor

	
profile_idc
	0
	u(8)

	
constraint_set0_flag
	0
	u(1)

	
constraint_set1_flag
	0
	u(1)

	
constraint_set2_flag
	0
	u(1)

	
constraint_set3_flag
	0
	u(1)

	
reserved_zero_4bits /* equal to 0 */
	0
	u(4)

	
level_idc
	0
	u(8)

	
seq_parameter_set_id
	0
	ue(v)

	
if( profile_idc  = =  83 )  {
	
	

	

nal_unit_extension_flag
	0
	u(1)

	

if( nal_unit_extension_flag  = =  0 )  {
	
	

	


number_of_simple_priority_id_values_minus1
	0
	ue(v)

	


for( i = 0; i <= number_of_simple_priority_id_values_minus1; i++ )  {
	
	

	



priority_id
	0
	u(6)

	



temporal_level_list[ priority_id ]
	0
	u(3)

	



dependency_id_list[ priority_id ]
	0
	u(3)

	



quality_level_list[ priority_id ]
	0
	u(2)

	


}
	
	

	

}
	
	

	

low_complexity_update_flag
	0
	u(1)

	
}
	
	

	
if( profile_idc  = =  100  | |  profile_idc  = =  110  | |


 profile_idc  = =  122  | |  profile_idc  = =  144  | |


 profile_idc  = =  83 ) ) {
	
	

	

chroma_format_idc
	0
	ue(v)

	

if( chroma_format_idc  = =  3 )
	
	

	


residual_colour_transform_flag
	0
	u(1)

	

bit_depth_luma_minus8
	0
	ue(v)

	

bit_depth_chroma_minus8
	0
	ue(v)

	

qpprime_y_zero_transform_bypass_flag
	0
	u(1)

	

seq_scaling_matrix_present_flag
	0
	u(1)

	

if( seq_scaling_matrix_present_flag )
	
	

	


for( i = 0; i < 8; i++ ) {
	
	

	



seq_scaling_list_present_flag[ i ]
	0
	u(1)

	



if( seq_scaling_list_present_flag[ i ] )
	
	

	




if( i < 6 ) 
	
	

	





scaling_list( ScalingList4x4[ i ], 16, 










   UseDefaultScalingMatrix4x4Flag[ i ])
	0
	

	




else
	
	

	





scaling_list( ScalingList8x8[ i – 6 ], 64,










   UseDefaultScalingMatrix8x8Flag[ i – 6 ] )
	0
	

	


}
	
	

	
}
	
	

	
log2_max_frame_num_minus4
	0
	ue(v)

	
pic_order_cnt_type
	0
	ue(v)

	
if( pic_order_cnt_type  = =  0 )
	
	

	

log2_max_pic_order_cnt_lsb_minus4
	0
	ue(v)

	
else if( pic_order_cnt_type  = =  1 ) {
	
	

	

delta_pic_order_always_zero_flag
	0
	u(1)

	

offset_for_non_ref_pic
	0
	se(v)

	

offset_for_top_to_bottom_field
	0
	se(v)

	

num_ref_frames_in_pic_order_cnt_cycle
	0
	ue(v)

	

for( i = 0; i < num_ref_frames_in_pic_order_cnt_cycle; i++ )
	
	

	


offset_for_ref_frame[ i ]
	0
	se(v)

	
}
	
	

	
num_ref_frames
	0
	ue(v)

	
gaps_in_frame_num_value_allowed_flag
	0
	u(1)

	
pic_width_in_mbs_minus1
	0
	ue(v)

	
pic_height_in_map_units_minus1
	0
	ue(v)

	
frame_mbs_only_flag
	0
	u(1)

	
if( !frame_mbs_only_flag )
	
	

	

mb_adaptive_frame_field_flag
	0
	u(1)

	
direct_8x8_inference_flag
	0
	u(1)

	
frame_cropping_flag
	0
	u(1)

	
if( frame_cropping_flag ) {
	
	

	

frame_crop_left_offset
	0
	ue(v)

	

frame_crop_right_offset
	0
	ue(v)

	

frame_crop_top_offset
	0
	ue(v)

	

frame_crop_bottom_offset
	0
	ue(v)

	
}
	
	

	
if ( profile_idc = = 83 ){
	
	

	

extended_spatial_scalability
	0
	u(2)

	

if( extended_spatial_scalability > 0 ) {
	
	

	


if ( chroma_format_idc > 0 ) {
	
	

	



chroma_phase_x_plus1
	0
	u(2)

	



chroma_phase_y_plus1
	0
	u(2)

	


}
	
	

	


if( extended_spatial_scalability = = 1 ) {
	
	

	



scaled_base_left_offset
	0
	se(v)

	



scaled_base_top_offset
	0
	se(v)

	



scaled_base_right_offset
	0
	se(v)

	



scaled_base_bottom_offset
	0
	se(v)

	


}
	
	

	

}
	
	

	

multiple_roi_present_flag
	0
	u(1)

	
}
	
	

	
vui_parameters_present_flag
	0
	u(1)

	
if( vui_parameters_present_flag )
	
	

	

vui_parameters( )
	0
	

	
rbsp_trailing_bits( )
	0
	

	}
	
	


Changes in section S.7.3.2.2 Picture parameter set RBSP syntax

	pic_parameter_set_rbsp( ) {
	C
	Descriptor

	
pic_parameter_set_id
	1
	ue(v)

	
seq_parameter_set_id
	1
	ue(v)

	
entropy_coding_mode_flag
	1
	u(1)

	
pic_order_present_flag
	1
	u(1)

	
num_slice_groups_minus1
	1
	ue(v)

	
if( num_slice_groups_minus1 > 0 ) {
	
	

	

slice_group_map_type
	1
	ue(v)

	

if( slice_group_map_type  = =  0 )
	
	

	


for( iGroup = 0; iGroup <= num_slice_groups_minus1; iGroup++ )
	
	

	



run_length_minus1[ iGroup ]
	1
	ue(v)

	

else if( slice_group_map_type  = =  2 )
	
	

	


for( iGroup = 0; iGroup < num_slice_groups_minus1; iGroup++ ) {
	
	

	



top_left[ iGroup ]
	1
	ue(v)

	



bottom_right[ iGroup ]
	1
	ue(v)

	



if( multiple_roi_present_flag  = =  1) { 
	
	

	




use_as_virtual_part_flag[iGroup]
	1
	u(1)

	



}
	
	

	


}
	
	

	

else if(  slice_group_map_type  = =  3  | |  





slice_group_map_type  = =  4  | |  





slice_group_map_type  = =  5 ) {
	
	

	


slice_group_change_direction_flag
	1
	u(1)

	


slice_group_change_rate_minus1
	1
	ue(v)

	

} else if( slice_group_map_type  = =  6 ) {
	
	

	


pic_size_in_map_units_minus1
	1
	ue(v)

	


for( i = 0; i <= pic_size_in_map_units_minus1; i++ )
	
	

	



slice_group_id[ i ]
	1
	u(v)

	

}
	
	

	
}
	
	

	
num_ref_idx_l0_active_minus1
	1
	ue(v)

	
num_ref_idx_l1_active_minus1
	1
	ue(v)

	
weighted_pred_flag
	1
	u(1)

	
weighted_bipred_idc
	1
	u(2)

	
pic_init_qp_minus26  /* relative to 26 */
	1
	se(v)

	
pic_init_qs_minus26  /* relative to 26 */
	1
	se(v)

	
chroma_qp_index_offset
	1
	se(v)

	
deblocking_filter_control_present_flag
	1
	u(1)

	
constrained_intra_pred_flag
	1
	u(1)

	
redundant_pic_cnt_present_flag
	1
	u(1)

	
rbsp_trailing_bits( )
	1
	

	}
	
	


Changes in section S.7.4.2.1 Sequence parameter set RBSP semantics

· multiple_roi_present_flag: indicates whether there exists multiple ROIs

Changes in section S.7.4.2.2 Picture parameter set RBSP semantics
· use_as_virtual_part_flag [i]: indicates the slice group is virtual part.

Changes in section S.8.3.6 Intra_Base prediction process

Replace the following paragraph

· Each luma sample baseL[ x, y ] with x = –4..( xB1 –xB + 4 ), y = –4..( yB1 – yB + 4 ) of the luma sample array is derived as follows.

· If any of the following conditions is true, the sample baseL[ x, y ] is marked as “not existing”.

· x is less than ( –xB ) or x is greater than ( ( BasePicWidth  – xB ) – 1 )

· y is less than ( –yB ) or y is greater than ( ( BasePicWidth  – yB ) – 1 )

· Otherwise, if the syntax element constrained_intra_pred_flag is equal to 1 for the base picture basePic and the sample S'Base,L[ xB + x, yB + y ] does not represent a sample of an I macroblock, the sample baseL[ x, y ] is marked as “not available for Intra_Base prediction”.

· Otherwise, the sample baseL[ x, y ] is marked as “available for Intra_Base prediction” and derived by

baseL[ x, y ] = S'Base,L[ xB + x, yB + y ]

· When chroma_format_idc is not equal to 0, each chroma sample baseCb[ x, y ] and baseCr[ x, y ] with 
x = –4..( xCB1 – xCB + 4 ) and y = –4..( yCB1 – yCB + 4 ) of the chroma sample arrays is derived as follows.

· If any of the following conditions is true, the samples baseCb[ x, y ] and baseCr[ x, y ] are marked as “not existing”.

· x is less than ( –xCB ) or x is greater than ( ( BasePicWidthC – xCB )– 1 )

· y is less than ( –yCB ) or y is greater than ( ( BasePicHeightC – yCB ) – 1 )

· Otherwise, if the syntax element constrained_intra_pred_flag is equal to 1 for the base picture basePic and the samples S'Base,Cb[ xCB + x, yCB + y ] and S'Base,Cr[ xCB + x, yCB + y ] do not represent samples of an I macroblock, the samples baseCb[ x, y ] and baseCr[ x, y ] are marked as “not available for Intra_Base prediction”:

· Otherwise, the samples baseCb[ x, y ] and baseCr[ x, y ] are marked as “available for Intra_Base prediction” and derived by

baseCb[ x, y ] = S'Base,Cb[ xCB + x, yCB + y ]
baseCr[ x, y ] = S'Base,Cr[ xCB + x, yCB + y ]

with the following

· Each luma sample baseL[ x, y ] with x = –4..( xB1 –xB + 4 ), y = –4..( yB1 – yB + 4 ) of the luma sample array is derived as follows.

· If multiple_roi_present_flag is equal to 0,

x1SG = y1SG = 0


x2SG = BasePicWidth


y2SG = BasePicHeight 

· If multiple_roi_present_flag is equal to 1,

i = mapUnitToSliceGroupMap[ yP * PicWidthInMbs + xP ] / 16


x1SG = top_left[ i ] % PicWidthInMbs


y1SG = top_left[ i ] / PicWidthInMbs


x2SG = bottom_right[ i ] % PicWidthInMbs


y2SG = bottom_right[ i ] / PicWidthInMbs

· If any of the following conditions is true, the sample baseL[ x, y ] is marked as “not existing”.

· x is less than ( –xB + x1SG ) or x is greater than ( ( x2SG  – xB ) – 1 )

· y is less than ( –yB + y1SG ) or y is greater than ( ( y2SG – yB ) – 1 )

· Otherwise, if the syntax element constrained_intra_pred_flag is equal to 1 for the base picture basePic and the sample S'Base,L[ xB + x, yB + y ] does not represent a sample of an I macroblock, the sample baseL[ x, y ] is marked as “not available for Intra_Base prediction”.

· Otherwise, the sample baseL[ x, y ] is marked as “available for Intra_Base prediction” and derived by

baseL[ x, y ] = S'Base,L[ xB + x, yB + y ]

· When chroma_format_idc is not equal to 0, each chroma sample baseCb[ x, y ] and baseCr[ x, y ] with 
x = –4..( xCB1 – xCB + 4 ) and y = –4..( yCB1 – yCB + 4 ) of the chroma sample arrays is derived as follows.

· If multiple_roi_present_flag is equal to 0,

x1SGC = y1SGC = 0


x2SGC = BasePicWidthC

y2SGC = BasePicHeightC
· If multiple_roi_present_flag is equal to 1,

x1SGC = x1SG / SubWidthC


y1SGC = y1SG / SubHeightC


x2SGC = x2SG / SubWidthC


y2SGC = y2SG / SubHeightC

· If any of the following conditions is true, the samples baseCb[ x, y ] and baseCr[ x, y ] are marked as “not existing”.

· x is less than ( –xCB + x1SGC ) or x is greater than ( ( x2SGC – xCB )– 1 )

· y is less than ( –yCB + y1SGC ) or y is greater than ( ( y2SGC – yCB ) – 1 )

· Otherwise, if the syntax element constrained_intra_pred_flag is equal to 1 for the base picture basePic and the samples S'Base,Cb[ xCB + x, yCB + y ] and S'Base,Cr[ xCB + x, yCB + y ] do not represent samples of an I macroblock, the samples baseCb[ x, y ] and baseCr[ x, y ] are marked as “not available for Intra_Base prediction”:

· Otherwise, the samples baseCb[ x, y ] and baseCr[ x, y ] are marked as “available for Intra_Base prediction” and derived by

baseCb[ x, y ] = S'Base,Cb[ xCB + x, yCB + y ]
baseCr[ x, y ] = S'Base,Cr[ xCB + x, yCB + y ]
Changes in section S.8.4.2.2.1 Luma sample interpolation process
Replace the following equations


xZL = Clip3( 0, PicWidthInSamplesL – 1, xIntL + xDZL )

yZL = Clip3( 0, PicHeightInSamplesL – 1, yIntL + yDZL )
by the following

· If multiple_roi_present_flag is equal to 0,

x1SG = y1SG = 0


x2SG = PicWidthInSamplesL

y2SG = PicHeightInSamplesL
· If multiple_roi_present_flag is equal to 1,

i = mapUnitToSliceGroupMap[ yP * PicWidthInMbs + xP ] / 16


x1SG = (top_left[ i ] % PicWidthInMbs)*16


y1SG = (top_left[ i ] / PicWidthInMbs)*16


x2SG = (bottom_right[ i ] % PicWidthInMbs)*16


y2SG = (bottom_right[ i ] / PicWidthInMbs)*16


xZL = Clip3( x1SG, x2SG – 1, xIntL + xDZL )

yZL = Clip3( y1SG, y2SG – 1, yIntL + yDZL )
Changes in section S.8.4.2.2.2 Chroma sample interpolation process
Replace the following equations
xAC = Clip3( 0, PicWidthInSamplesC – 1, xIntC ) 


xBC = Clip3( 0, PicWidthInSamplesC – 1, xIntC + 1 ) 

xCC = Clip3( 0, PicWidthInSamplesC – 1, xIntC ) 


xDC = Clip3( 0, PicWidthInSamplesC – 1, xIntC + 1 ) 

yAC = Clip3( 0, PicHeightInSamplesC – 1, yIntC ) 


yBC = Clip3( 0, PicHeightInSamplesC – 1, yIntC ) 


yCC = Clip3( 0, PicHeightInSamplesC – 1, yIntC + 1 ) 

yDC = Clip3( 0, PicHeightInSamplesC – 1, yIntC + 1 ) 

by the following
· If multiple_roi_present_flag is equal to 0,

x1SGC = y1SGC = 0


x2SGC = PicWidthInSamplesC

y2SGC = PicHeightInSamplesC
· If multiple_roi_present_flag is equal to 1,

x1SGC = x1SG / SubWidthC


y1SGC = y1SG / SubHeightC


x2SGC = x2SG / SubWidthC


y2SGC = y2SG / SubHeightC

xAC = Clip3( x1SGC, x2SGC – 1, xIntC ) 


xBC = Clip3( x1SGC, x2SGC – 1, xIntC + 1 ) 

xCC = Clip3( x1SGC, x2SGC – 1, xIntC ) 


xDC = Clip3( x1SGC, x2SGC – 1, xIntC + 1 ) 


yAC = Clip3( y1SGC, y2SGC – 1, yIntC ) 


yBC = Clip3( y1SGC, y2SGC – 1, yIntC ) 


yCC = Clip3( y1SGC, y2SGC – 1, yIntC + 1 ) 


yDC = Clip3( y1SGC, y2SGC – 1, yIntC + 1 ) 


Changes in section S.8.5.1 Specification of transform decoding process for 4x4 luma residual blocks
Replace the following paragraph

6. The 4x4 array u with elements uij for i, j = 0..3 is derived as follows

· If residual_prediction_flag is equal to 0,

uij = rij
· Otherwise (residual_prediction_flag is equal to 1)

uij = resPredL[ xO + x, yO + y ] + rij
by the following

6. The 4x4 array u with elements uij for i, j = 0..3 is derived as follows

· If residual_prediction_flag is equal to 0,

uij = rij
· Otherwise if residual_prediction_flag is equal to 1 and use_as_virtual_part_flag is equal to 0

uij = resPredL[ xO + x, yO + y ] + rij
· Otherwise if residual_prediction_flag is equal to 1 and use_as_virtual_part_flag is equal to 1

uij = resPredL[ xO + x, yO + y ]

Changes in section S.8.5.2 Specification of transform decoding process for luma samples of Intra_16x16 macroblock prediction mode
Replace the following paragraph


g. The 4x4 array u with elements uij for i, j = 0..3 is derived as follows

· If residual_prediction_flag is equal to 0,

uij = rij
· Otherwise (residual_prediction_flag is equal to 1)

uij = resPredL[ xO + x, yO + y ] + rij
by the following

g. The 4x4 array u with elements uij for i, j = 0..3 is derived as follows

· If residual_prediction_flag is equal to 0,

uij = rij
· Otherwise if residual_prediction_flag is equal to 1 and use_as_virtual_part_flag is equal to 0

uij = resPredL[ xO + x, yO + y ] + rij
· Otherwise if residual_prediction_flag is equal to 1 and use_as_virtual_part_flag is equal to 1

uij = resPredL[ xO + x, yO + y ]

Changes in section S.8.5.3 Specification of transform decoding process for 8x8 luma residual blocks
Replace the following paragraph

6.  The 8x8 array u with elements uij for i, j = 0..7 is derived as 

· If residual_prediction_flag is equal to 0,

uij = rij
· Otherwise (residual_prediction_flag is equal to 1)

uij = resPredL[ xO + x, yO + y ] + rij
by the following
6.  The 8x8 array u with elements uij for i, j = 0..7 is derived as 

· If residual_prediction_flag is equal to 0,

uij = rij
· Otherwise if residual_prediction_flag is equal to 1 and use_as_virtual_part_flag is equal to 0

uij = resPredL[ xO + x, yO + y ] + rij
· Otherwise if residual_prediction_flag is equal to 1 and use_as_virtual_part_flag is equal to 1

uij = resPredL[ xO + x, yO + y ]

Changes in section S.8.5.3 Specification of transform decoding process chroma samples
Replace the following paragraph


g.  The 4x4 array u with elements uij for i, j = 0..3 is derived as

· If residual_prediction_flag is equal to 0,

uij = rij
· Otherwise (residual_prediction_flag is equal to 1)

uij = resPredC[ xO + x, yO + y ] + rij
by the following

g.  The 4x4 array u with elements uij for i, j = 0..3 is derived as

· If residual_prediction_flag is equal to 0,

uij = rij
· Otherwise if residual_prediction_flag is equal to 1 and use_as_virtual_part_flag is equal to 0

uij = resPredC[ xO + x, yO + y ] + rij
· Otherwise if residual_prediction_flag is equal to 1 and use_as_virtual_part_flag is equal to 1

uij = resPredC[ xO + x, yO + y ]

Changes in section 4.1.1 Scalability Information SEI message syntax
	scalability_information( payloadSize ) {
	C
	Descriptor

	
max_mb_number_in_row
	5
	ue(v)

	
max_mb_number_in_column
	5
	ue(v)

	
frame_rate_unit_nominator
	5
	ue(v)

	
frame_rate_unit_denominator
	5
	ue(v)

	
max_decomposition_stages
	5
	ue(v)

	
num_spatial_layers
	5
	ue(v)

	
avc_base_layer_flag
	5
	u(1)

	
if( avc_base_layer_flag ) {
	
	

	

base_layer_decomposition_stages
	5
	ue(v)

	
}
	
	

	
if( multiple_roi_present_flag ) {
	
	

	

num_roi_minus1
	5
	ue(v)

	

for(i = 0; i < =num_roi_minus1; i++){
	
	

	


roi_id[i]
	5
	u(v)

	

}
	
	

	
}
	
	

	
for( i = 0; i < num_spatial_layers; i++ ) {
	
	

	

if( extended_spatial_scalability_flag) {
	
	

	


frame_width_in_mbs_minus1[ i ]
	5
	ue(v)

	


frame_height_in_mbs_minus1[ i ]
	5
	ue(v)

	

}
	
	

	

else if(multiple_roi_present_flag){
	
	

	


num_of_slice_groups_minus1[ i ]
	
	

	


if( num_slice_groups_minus1[ i ] > 0 ) {
	
	

	



for( iGroup = 0; iGroup < num_slice_groups_minus1[ i ]; iGroup++ ) {
	
	

	




top_left_pos[ i ] [ iGroup ]
	5
	ue(v)

	




bottom_right_pos[ i ] [ iGroup ]
	5
	ue(v)

	


map_ slice_group_to_roi[ i ] [ iGroup ]
	5
	u(v)

	


virtual_part_flag[ i ] [ iGroup ]
	5
	u(1)

	

}
	
	

	


}
	
	

	

}
	
	

	

else{ 
	
	

	


spatial_resolution_factor[ i ]
	5
	ue(v)

	


temporal_resolution_factor[ i ]
	5
	ue(v)

	
}
	
	

	
}
	
	

	 }
	
	


Changes in section 4.1.2 Scalability Information SEI message semantics

num_of_roi_minus1 plus 1 specifies the number of ROIs 
roi_id[i] specifies the ID of an ROI

num_of_slice_groups_minus1[ i ] plus 1 specifies the number of slice groups in layer i

top_left_pos[ i ] [ iGroup ] and bottom_right_pos[ i ] [ iGroup ] specify respectively the top-left and bottom-right corners of a rectangle corresponding to slice group iGroup in layer i.

map_ slice_group_to_roi[ i ] [ iGroup ] indicates to which ROI slice group iGroup in layer i belongs 
virtual_part_flag[ i ] [ iGroup ] equal to 1 specifies that slice group iGroup in layer i is a virtual part. virtual_part_flag[ i ] [ iGroup ] equal to 0 specifies that slice group iGroup in layer i is not a virtual part.

6. Conclusions

In this report, we has proposed the changes to JSVM so that ROIs can be independently decoded and extracted from original SVC bitstream. As so in the experiment, this helps to save transmission bitrate significantly. Also, the overlapped region between ROIs can be efficiently coded to reduce the redundance in ROIs. Further, the virtual part can help reducing bitrate when the scalability of certain ROI needs not to be very smooth (e.g. just scaling from 4CIF to QCIF layers, without intermediate CIF layer). Therefore, we recommend to adopt the proposed changes to JSVM to support the functionality of ROI spatial scalability.
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