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Abstract
H.264/AVC utilizes variable block sizes and quarter-pel motion compensation with multiple reference frames to achieve high coding efficiency. Motion estimation is critical but computationally expensive for H.264/AVC if full search is used. In order to reduce encoding time, the current JVT reference software JM adopted a fast motion estimation method called UMHexagonS. In this document, we propose an improved and simplified fast motion estimation scheme to further speed up the encoding process and enhance the rate-distortion performance. Simulation results show that with similar or even better rate-distortion performance, the proposed method reduces motion estimation time by about 55% and 94% on average when compared with those of UMHexagonS and Fast Full Search respectively. In addition, our method yields bit rate reduction up to 18% when compared with that of full search in low complexity mode. Further more, the generated motion vectors by our method are smoother, hence requiring much less motion vector difference bits, which is beneficial for data partitioning and unequal error protection in error-prone environment.
1. Introduction
Recently established H.264/AVC [1] is the newest video coding standard. The main goals of the H.264/AVC standardization effort have been to enhance compression performance and provide a “network-friendly” video representation. H.264 has various motion-compensation units in sizes of 16×16, 16×8, 8×16, 8×8, and sub8×8 as shown in Figure 1. For sub8(8, there are further four sub-partitions of sub8(8, sub8(4, sub4(8, and sub4(4. Such wide block choices greatly improve coding efficiency but at the cost of largely increased motion estimation time. Another important motion compensation feature of H.264 is the quarter-pel accurate motion vectors which require interpolation of pictures by a factor of four, which is done by a 2-tap bilinear filter and a 6-tap FIR filter. The increased accuracy of motion vectors and the subsequent coding gain is significant, on the other hand, the filtering process and the extra quarter-pel motion estimation search demand substantial amount of computation. The computational complexity becomes even worse when larger search ranges, bi-directional and/or multiple reference frames are used. Such high computational complexity is often a bottle-neck for real-time conversational applications. It also causes inconvenience for researchers during codec optimization or evaluation process.
Block-matching method is to seek the best-matched block from the reference frame within certain search range (W). The matching metric is usually called block distortion measure (BDM) such as sum of absolute (transformed) differences [SA(T)D] or Lagrange cost [2] [3]. There have been many fast motion estimation (FME) techniques proposed in the literatures. Two popular approaches can be chosen to reduce computation in block matching motion estimation. The first approach reduces the number of candidate blocks in the search window (fast searching techniques). Well-known examples are 2-D logarithmic search (LOGS) [4], three-step search (TSS) [5], block-based gradient descent search (BBGDS) [6], new three-step search (N3SS) [7], diamond search (DS) [8], [9], hexagon-based search (HEXBS) [10]. Those methods usually show good speed gain but have relatively larger rate-distortion (R-D) performance degradation. The second approach reduces the complexity of SA(T)D computation (fast matching techniques). Important work includes sub-sampling [11-13], partial distortion search (PDS) [14], normalized PDS [15] [16], successive elimination algorithm (SEA) [17] [18]. Those methods often achieve good coding efficiency but have limited speed up gain. Other techniques include predicted spatial-temporal search, adaptive early termination [19] [20], and dynamic search range adjustment [21]. It is possible to combine several of the above techniques to form a hybrid search method. For example, PMVFAST [19] and UMHexagonS [20] utilize prediction, diamond search, hexagon search, partial distortion, and adaptive early termination. They are proven to be more robust than a single search strategy.
Reference software is often optimized for coding efficiency rather than encoding speed because R-D performance is the paramount concern during standardization process. On the other hand, reference software is often used as a benchmark for researchers because of their public availability. JM (joint model) [22] adopted an FME method including unsymmetrical multi-hexagon search (UMHexagonS) for integer-pel and fast fractional pel search for sub-pel search [20] due to their competitive R-D performance over Full Search. To preserve such R-D performance, it employs various shapes and even many small full search steps during both integer-pel and sub-pel search processes. Despite its use of early termination mechanism, UMHexagonS shows limited speed gain over full search.

In this proposal, we aim to develop a simple yet efficient hybrid FME scheme based on the existing UMHexagonS scheme.
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Figure 1.  Different partition sizes in a macroblock
2. Review of JM UMHexagonS

Following is a brief review of the UMHexagonS FME in the reference software. For more details, please refer to [20] [22]. There are four steps in the fast integer sample search algorithm:

Step 1: Initial search point prediction: Spatial median prediction, upper layer prediction, neighboring reference frame prediction, and temporal prediction are used to predict current block’s motion vector (MV);
Step 2: Asymmetrical cross search. It is followed by an early termination scheme;
Step 3: Uneven multi-hexagon-grid search. Two sub-steps include a square search pattern and a 16 points hexagon search pattern;
Step 4: Extended hexagon-based search. Two sub-steps include a hexagon search pattern and a diamond search pattern. Early termination scheme is also applied during the search process.

The early termination scheme is based on three cost prediction modes, namely, median prediction, upper layer prediction, and neighboring reference frame prediction.

Following the integer-pel search, a full fractional pel search is performed for 16×16, 16×8, 8×16 blocks and a fast sub-pel search is also performed only for other sub-partition blocks. The entire fast sub-pel motion estimation algorithm can be summarized as the following two steps:
Step 1: Initial search point prediction;
Step 2: Diamond search strategy.

H.264 is the newest coding standard targeted for a wide range of applications from QCIF to HD. Designing a robust FME to meet such wide applications can be a challenging task. To achieve good R-D performance, the speedup of UMHexagonS FME is largely compromised. In addition, it requires large memory for storing its SA(T)D and motion vector predictors. Those limitations prompt further improvement and simplification of the algorithm.
3. Improved and Simplified Fast Motion Estimation Method

A. Low Memory Motion Estimation Predictor Scheme

As described in the previous section, UMHexagonS uses spatial, temporal and upper layer motion vector (MV) and SAD predictions which require consumption of a lot of memory. Temporal prediction requires the most memory due to H.264’s variable block sizes, multiple reference frames, and quarter-pel accuracy motion compensation. This is particularly undesirable for memory-constrained applications. Here we propose a low memory motion estimation predictor scheme that only uses information within the same frame. The memory space is significantly reduced. For MV prediction, we only use spatial median and up layer predictors. Note that median predictor is calculated anyway. For SAD prediction, we only use up layer predictor, namely, pred_SAD_uplayer as opposed to the four predictions used by UMHexagonS. Simulation results show that our simplified predictor scheme can achieve about the same performance.
B. Fast Integer-Pel Motion Estimation Search

During the integer pel search process, UMHexagonS FME uses local full search and various shapes such as cross, diamond, hexagon, and big hexagon to avoid being trapped into local optima. Although early termination based on quantization parameter is used, the integer search often takes too much time. Besides, to obtain thresholds floating point calculation must be performed for every search block in UMHexagonS. In our algorithm, firstly, the local full search is avoided, secondly, we use very simple early termination techniques. After the predictors’ search, if the convergence condition is satisfied, we go to the convergence step and stop the search. If the intensive search condition is satisfied, we do the intensive search to avoid being trapped into local optima, otherwise, check up layer predictor and its surrounding points, then check the convergence condition again. The proposed fast integer-pel search is exemplified in Figure 2. The convergence condition and the intensive search condition are defined using the following array for blocks 16x16 (dummy), 16x16, 16x8, 8x16, 8x8, 8x4, 4x8 and 4x4:
 block_type_shift_factor[8]   = { 0,  0, 1, 1, 2, 3, 3, 4 } .
The above array specifies the number of bits to shift to right to get the corresponding thresholds for different types of blocks. Please note that the first element of the array has a dummy value because mode 0 is not defined in the reference software. In order to favor least the smallest block, i.e. 4 × 4, we relaxed the shift factor from 4 to 1. Then we have

block_type_shift_factor[8]   = { 0,  0, 1, 1, 2, 3, 3, 1 } .

The convergence condition is described by the pseudo-code as follows:

(min_mcost < (ConvergeThreshold>>block_type_shift_factor[blocktype]))

The intensive condition is described by the pseudo-code as follows:

((blocktype == 1 && 
   min_mcost > (CrossSearchThreshold1>>block_type_shift_factor[blocktype]))
   ||
  (min_mcost > (CrossSearchThreshold2>>block_type_shift_factor[blocktype])))

For simplicity, we empirically set CrossSearchThreshold1 = 800, CrossSearchThreshold2 = 7000, and ConvergeThreshold = 1000. For different block sizes, these thresholds can be obtained via simple shifting. Note that we give special consideration to block type 1 (16 × 16) because it has the least prediction information and is used as the up layer predictor.

In the reference algorithm, early termination thresholds involve floating point multiplication. However, in our algorithm, those are simplified and replaced by shift and comparison operations. A typical integer-pel search pattern is illustrated in Figure 3.
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Figure 2.  Flow chart of the proposed rapid integer-pel search. CMV: center MV.

C. Fast Sub-Pel Motion Estimation Search

Sub-pel contributes significant coding efficiency improvement with additional non-trivial computational cost. Fast sub-pel search becomes non-negligible when the integer-pel motion estimation has been speeded up. To reduce such computational cost and satisfy complexity constraints, a naïve approach would uniformly skip sub-pel accuracy motion compensation, which would largely compromise coding efficiency. Many fast fractional methods were proposed [23] [24]. In the adopted fractional search method, a Center Biased Fractional Pel Search (CBFPS) algorithm is used [20]. However, CBFPS is applied to a few small block partitions as shown in Figure 4. In other words, large blocks, e.g. 16 × 16, 16 × 8, and 8 × 16 still use full search. The speedup using CBFPS is seriously undermined. To circumvent its disadvantage, we propose two rapid sub-pel search methods: 1) a simple and efficient sub-pel skipping method based on statistical analysis, and 2) immediate-stop technique based on the minimum cost.
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Figure 3.  An example of the integer-pel fast search with predictors, cross, large hexagon, hexagon, and diamond shapes. Colored search point indicates the minimum cost search point at that step which is used as the center for the next step.
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Figure 4.  Flow chart of the reference CBFPS sub-pel search algorithm.

Details of the proposed rapid Sub-Pel search are depicted in Figures 5-7. In Figure 5, for block partition of 16 × 16, a fast full sub-pel search is used because 16 × 16 block is utilized for prediction for the smaller partition blocks. For all the other partition blocks, a fast sub-pel search is applied. Those two searches are further depicted in Figure 6 and Figure 7 respectively. The rationale behind our algorithm is that if the integer pel MV is zero and the half-pel MV is zero, then the quarter-pel MV is highly likely to become zero. We can add extra constraints to form a robust sub-pel search skipping scheme as pseudo-coded below. Our method accommodates both full sub-pel search and CBFPS. Note that in JM, to avoid sub-pel floating representation, MVs are left shifted by two. Hence, full-pel is represented by mv_x/4, and half-pel MV is represented by mv_x/2.
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Figure 5.  Flow chart of the proposed sub-pel search algorithm. The fast sub-pel search and fast full sub-pel search are further depicted in Figure 6 and Figure 7.
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Figure 6.  Flow chart of the proposed fast full sub-pel search.
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Figure 7.  Flow chart of the proposed fast sub-pel search. MVmin: MV has the minimum cost.

The immediate-stop technique based on minimum cost is reflected in the flow charts in both Figure 6 and Figure 7, by satisfying sub-pel immediate-stop condition which is defined as the following:

    (min_mcost < (SubPelThreshold2>>block_type_shift_factor[blocktype]))

In Figure 6, the quarter-pel skip condition is defined as the following:

 ( (*mv_x == 0) && (*mv_y == 0) && 
    (pred_mv_x == 0 && pred_mv_y == 0) &&

    (min_mcost < (SubPelThreshold1>>block_type_shift_factor[blocktype])) )

In Figure 7, the fast sub-pel skip condition is defined as

 ( ((*mv_x) == 0) && ((*mv_y) == 0) && 

    (pred_frac_mv_x == 0 && pred_frac_up_mv_x == 0) &&

    (pred_frac_mv_y == 0 && pred_frac_up_mv_y == 0) &&

    (min_mcost < (SubPelThreshold1>>block_type_shift_factor[blocktype])) )

Again, for simplicity, we empirically set SubPelThreshold1 = 1000 and SubPelThreshold2 = 400. 
In the JM software, SAD is used when computing full-pel motion estimation while SATD is used for sub-pel motion estimation. SA(T)D refers to either SAD or SATD depending on the status of the Hadamard transform flag. In low complexity mode, Hadamard ON shows 0.3-0.5 dB better PSNR performance than Hadamard OFF with larger complexity. SATD involves subtraction, addition, shift, absolution. Among them, absolution is the most time intensive operation. We propose to use a table lookup for absolution speedup. To limit memory requirement for the table, we apply table lookup only for the 4 × 4 block Hadamard transform 15 “AC” coefficients but not the “DC” coefficient. This table lookup technique reduces overall encoding time by about 12% with slightly increased memory requirement. Note that mode decision also benefits from table lookup as well since SATD is part of mode decision computation.
4. Experimental Results

A. Test Conditions and Measure Criteria
Numerous experiments have been conducted to verify the performance of our proposed method. A Pentium 4 CPU 2.80 GHz PC with 256 MB of RAM was used. The test reference software was JM 9.6 [25]. The PSNR and bit rate were used as performance measures. For measure of encoding, BDBR and BDPSNR [26] are calculated. The percentage of time reduction is obtained by (TIME_ref – TIME_proposed) / TIME_ref × 100% where TIME_proposed and TIME_ref are the actual encoding time for the proposed method and the reference UMHexagonS or Full Search method respectively. The MV search is based on the luminance component with all the macro-block partitions. Half-pel and quarter-pel accurate motion vectors were used. The group of picture (GOP) size was set to 30 or 10 and GOP structure was IPPP or IBBP frames. The detailed configuration is specified in Table I. Frame rates range from 7.5 Hz to 60 Hz. The simulation was performed with several video sequences in QCIF (176 × 144), CIF (352 × 288), CCIR D1 (720 × 480), CCIR 576 Interlaced (720 × 576), HD 720P (1280 × 720), and HD 1080P (1920 × 1080), which represent a wide range of motion contents and formats. We compare our proposed algorithm with those of Fast Full Search and UMHexagonS FME which both are adopted by H.264 reference software.
TABLE I.  Encoder Control Parameters for Simulation
	Name
	Value

	ProfileIDC
	66-100

	LevelIDC
	41

	UseHadamard
	ON

	SearchRange
	32 - 64

	NumberReferenceFrames
	1-3

	SymbolMode
	CAVLC/CABAC

	UseFME
	0/1

	RDOptimization
	0/1/2


B. Encoding Time Reduction
The speedup of the proposed algorithm is quite significant while retaining competitive R-D performance when compared with those of UMHexagonS FME and Full Search. The total encoding and motion estimation time are reduced by about 46% and 57% respectively when compared with that of UMHexagonS FME in low complexity mode as tabulated in Table II. In the mean time, the total encoding and motion estimation time are reduced by about 92% and 95% respectively when compared with that of Full Search in low complexity mode as tabulated in Table III. For high complexity mode, the motion estimation time reduction is still about 57% and 95% respectively but the total encoding time reduction is smaller due to time-intensive rate-distortion optimized mode decision process. The average PSNR Y degradations are about 0.02 dB and 0.05 while the average bit rates increase are -0.7% and -2.5% compared with those of UMHexagonS FME and Full Search respectively, indicating that our proposed algorithm is capable of maintaining very high R-D performance with a significant complexity reduction. Note that negative bit increase means bit rate reduction. Further results can be found in the spreadsheet. 
C. Rate-Distortion Performance Improvement
Table II and III demonstrate that the proposed method not only reduces the computational complexity, but also improves the coding efficiency. Rate-distortion performance of two sequences using those three methods is given in Figure 8. It is evident that the proposed method has better rate-distortion performance at higher bit rates, especially in low complexity mode. The reason behind this is that the Lagrange multiplier in the matching metric is very small when QP is small so that SA(T)D dominates the cost measure. It is well known that a single SA(T)D matching criterion may produce chaotic motion vectors or ill-conditioned motion vectors [2]. For smaller blocks, e.g. 4 × 4, 8 × 4, 4 × 8, it tends to find inappropriate matches. Unlike MPEG-2, MVD bit rates in H.264 are not negligible even in high bit rate due to the variable block sizes, e.g. they may consume up to 25% of the total bit rates.
Our proposed algorithm requires much less motion vector difference (MVD) bit rate. For a marginal PSNR decrease, our proposed approach requires about 30% and 15% less MVD bit rates than those of Full Search and UMHexagonS FME, respectively. Figures 9 - 12 illustrate the sample motion field of five typical sequences in various formats. Our proposed method produces very smooth motion field while motion field of full search and UMHexagonS FME tends to be chaotic. From those data, it is evident that incorporation of the Lagrange MV cost with conventional Full Search does not warrant smooth MVs. In general, FME generates highly correlated MVs, requiring a very small number of bits to represent.

D. Error-Resilient Low Complexity Motion Estimation
Since H.264 is a highly predictive coding scheme, it can become vulnerable in wireless or internet error-prone environments [27] [28]. Many researches have been done to battle those issues, mainly focusing on rate-distortion optimized mode decision, e.g., increasing the number of intra coded blocks if loss becomes larger. Those methods usually introduce bit rate overhead and high complexity. Recently, Yang and Rose [29] proposed a rate-distortion optimized motion estimation method for error resilient video coding but complexity is not taken into account. H.264 provides several effective error-resilience tools, such as data partitioning (DP), flexible macroblock ordering (FMO), and redundant slices (RS). Among them, DP is a robust and less complex technique with little overhead [28]. MVs are treated as the most important header information and are put into type A partition. The header partition is sent twice or three times depending on error rate [28]. Having less MVD bits obviously shows advantage for DP because the overall bit rate would be less. From our experiments, as shown in Figure 13, it is possible to shift bits from MVs to residual by using our proposed FME with little overhead. It is also possible to make such shifting adaptive to error rate.
5. Conclusion

We propose a few simple and effective techniques to reduce motion estimation memory consumption and computational complexity while retaining video visual quality for H.264/AVC. The H.264 JM reference software integrated with our methods shows distinct improvements in terms of speedup, resulting in smoother motion fields, and hence demanding less motion information bits when compared to those of the reference Fast Full Search method and the fast motion estimation UMHexagonS method in the JM software. The proposed method offers several advantages which make it attractive for research and standardization communities. Furthermore, the proposed method can be implemented easily into the current reference software without considerable modification.
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(d)
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(e)
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(f)
Figure 8.  Rate-distortion curve plot of Y, U, and V-components for (a)-(c) “Cheerleader” CCIR D1 sequence. 100 frames, CAVLC, IPPP, RDO=OFF. (d)-(f) “Riverbed” HD 1080P sequence Y, U, and V-components. 30 frames, CABAC, IBBP, RDO=OFF.
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(a)                            (b)                          (c)

Figure 9.  Sample motion field of QCIF sequence “Table Tennis” frame 26 at 15 fps, QP=28, total 150 frames. The motion field of (a)  Full Search tends to be chaotic, MV bit rate = 1492 bits/frame, PSNR = 35.93 dB, average inter frame bit rate = 5684 bits/frame; (b) UMHexagonS FME is still chaotic, MV bit rate = 1277 bits/frame, PSNR = 35.92 dB, average inter frame bit rate = 5678 bits/frame; and (c) our proposed method is very smooth, MV bit rate = 1163 bits/frame, PSNR = 35.88 dB, average inter frame bit rate = 5721 bits/frame. Motion fields are superimposed on image in red lines.
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    (a)                           (b)                             (c)

Figure 10.  Sample motion field of CIF sequence “Foreman” frame 86 at 15 fps, QP=18, total 100 frames. The motion field of (a)  Full Search tends to be chaotic, MV bit rate = 16,992 bits/frame, PSNR = 43.44 dB, average inter frame bit rate = 86,102 bits/frame; (b) UMHexagonS FME is still chaotic, MV bit rate = 13,132 bits/frame, PSNR = 43.40 dB, average inter frame bit rate = 84,241 bits/frame; and (c) our proposed method is very smooth, MV bit rate = 9,815 bits/frame, PSNR = 43.37 dB, average inter frame bit rate = 83,776 bits/frame.
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(a)
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(b)
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(c)
Figure 11.  Sample motion field of CCIR D1 sequence “Cheerleader” frame 49 at 30 fps, QP=18, total 100 frames. The motion field of (a)  Full Search tends to be chaotic, MV bit rate = 99,766 bits/frame, PSNR = 44.16 dB, average inter frame bit rate = 440,493 bits/frame; (b) UMHexagonS FME is still chaotic, MV bit rate = 55,306 bits/frame, PSNR = 44.17 dB, average inter frame bit rate = 388,963 bits/frame; and (c) our proposed method is very smooth, MV bit rate = 35,624 bits/frame, PSNR = 44.15 dB, average inter frame bit rate = 372,220 bits/frame.
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(a)
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(b)
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(c)

Figure 12.  Sample motion field of HD 720P sequence “Night” frame 8 at 60 fps, QP=12, total 20 frames. The motion field of (a)  Full Search tends to be chaotic, MV bit rate = 342,158 bits/frame, PSNR = 51.36 dB, average inter frame bit rate = 3,006,523 bits/frame; (b) UMHexagonS FME is still chaotic, MV bit rate = 222,231 bits/frame, PSNR = 51.35 dB, average inter frame bit rate = 2,873,762 bits/frame; and (c) our proposed method is very smooth, MV bit rate = 120,475 bits/frame, PSNR = 51.34 dB, average inter frame bit rate = 2,796,092 bits/frame.
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Figure 13.  Inter picture bit rate distribution among different components. (top) CCIR D1 sequence “Cheerleader” at 30 fps and QP=18, CAVLC, RDO=0; (bottom) HD 1080P sequence “Riverbed” at 25 fps and QP=18, CABAC, RDO=0.
TABLE II.  Results of Proposed FME Comparing with that of UMHexagonS FME in Terms of BDPSNR [dB], BDBR [%], Total Time Reduction [%], and Motion Estimation Time Reduction [%]
	Sequence
	Format
	QP
	Frequency
	# Reference Frame
	BDPSNR-Y [dB]
	BDPSNR-U [dB]
	BDPSNR-V [dB]
	BDBR [%]
	Total Time Reduction [%]
	Me Time Reduction [%]

	container
	176x144
	8
	10
	3
	-0.020
	0.029
	0.053
	0.220
	59.87
	71.06

	
	
	18
	10
	3
	-0.029
	-0.014
	0.034
	0.420
	55.71
	66.41

	
	
	28
	10
	3
	-0.026
	0.002
	-0.040
	-0.060
	50.93
	52.11

	
	
	38
	10
	3
	0.015
	-0.020
	-0.024
	0.510
	35.32
	43.05

	foreman
	176x144
	8
	10
	1
	-0.019
	-0.003
	0.013
	-0.580
	38.38
	60.02

	
	
	18
	10
	1
	-0.043
	0.010
	0.020
	-0.680
	39.93
	53.83

	
	
	28
	10
	1
	-0.040
	-0.014
	0.067
	0.540
	40.37
	53.59

	
	
	38
	10
	1
	-0.059
	0.025
	-0.059
	0.580
	38.22
	52.27

	silent
	176x144
	8
	15
	1
	-0.014
	0.016
	0.019
	-0.930
	36.38
	57.53

	
	
	18
	15
	1
	-0.041
	0.018
	0.036
	-1.550
	37.94
	56.29

	
	
	28
	15
	1
	0.003
	0.013
	-0.002
	-0.270
	38.04
	56.23

	
	
	38
	15
	1
	-0.006
	-0.001
	0.022
	0.880
	35.17
	47.38

	paris
	352x288
	8
	15
	3
	-0.020
	0.002
	0.011
	-0.250
	48.84
	61.34

	
	
	18
	15
	3
	-0.043
	0.026
	0.018
	-0.340
	46.54
	55.99

	
	
	28
	15
	3
	-0.011
	-0.012
	-0.027
	0.130
	41.23
	47.46

	
	
	38
	15
	3
	-0.010
	0.015
	-0.001
	0.360
	34.73
	39.71

	foreman
	352x288
	8
	30
	3
	-0.017
	0.009
	0.021
	-0.520
	51.63
	59.58

	
	
	18
	30
	3
	-0.020
	0.003
	0.022
	0.070
	48.65
	55.74

	
	
	28
	30
	3
	-0.036
	0.006
	-0.007
	0.660
	44.71
	51.12

	
	
	38
	30
	3
	-0.025
	-0.016
	0.039
	-0.100
	40.61
	46.33

	bus
	352x288
	8
	30
	1
	-0.007
	0.019
	0.030
	-0.910
	39.88
	56.35

	
	
	18
	30
	1
	-0.018
	0.018
	0.012
	-0.750
	39.32
	54.07

	
	
	28
	30
	1
	-0.014
	-0.022
	-0.004
	0.050
	38.07
	49.94

	
	
	38
	30
	1
	-0.005
	-0.004
	-0.006
	0.410
	39.59
	50.83

	cheer
leader
	720x480
	8
	30
	1
	-0.016
	0.086
	0.093
	-3.660
	47.17
	60.87

	
	
	18
	30
	1
	-0.019
	0.188
	0.182
	-4.020
	47.21
	59.98

	
	
	28
	30
	1
	-0.008
	0.097
	0.120
	-1.390
	46.56
	58.71

	
	
	38
	30
	1
	-0.009
	0.001
	0.033
	0.100
	43.73
	54.69

	mobile

calendar
	720x576
I
	8
	25
	2
	-0.010
	0.001
	0.000
	-0.320
	59.03
	68.15

	
	
	18
	25
	2
	-0.011
	-0.004
	-0.007
	-0.210
	56.28
	65.10

	
	
	28
	25
	2
	-0.004
	-0.007
	-0.019
	-0.010
	51.06
	58.72

	
	
	38
	25
	2
	0.011
	0.014
	0.016
	0.500
	45.06
	51.82

	night
	1280x720
P
	8
	60
	2
	-0.014
	0.106
	0.151
	-2.510
	62.44
	73.22

	
	
	18
	60
	2
	-0.036
	0.066
	0.078
	-1.290
	59.11
	69.61

	
	
	28
	60
	2
	-0.020
	0.019
	0.006
	0.030
	51.52
	62.49

	
	
	38
	60
	2
	0.001
	0.010
	0.004
	0.140
	44.51
	54.33

	riverbed
	1920x1080
P
	8
	25
	2
	-0.012
	0.277
	0.503
	-8.080
	60.12
	68.46

	
	
	18
	25
	2
	-0.029
	0.129
	0.191
	-6.030
	61.53
	68.52

	
	
	28
	25
	2
	-0.027
	0.031
	0.040
	-0.990
	58.72
	67.37

	
	
	38
	25
	2
	-0.017
	-0.002
	0.002
	0.130
	54.38
	62.90

	average
	
	
	
	
	-0.018
	0.028
	0.041
	-0.743
	46.71
	57.58


TABLE III.   Results of Proposed FME Comparing with that of Fast Full Search in Terms of BDPSNR [dB], BDBR [%], Total Time Reduction [%], and Motion Estimation Time Reduction [%]
	Sequence
	Format
	QP
	Frequency
	# Reference Frame
	BDPSNR-Y [dB]
	BDPSNR-U [dB]
	BDPSNR-V [dB]
	BDBR [%]
	Total Time Reduction [%]
	Me Time Reduction [%]

	container
	176x144
	8
	10
	3
	-0.022
	0.048
	0.072
	0.08
	93.41
	95.88

	
	
	18
	10
	3
	-0.046
	0.009
	0.034
	0.12
	94.19
	96.16

	
	
	28
	10
	3
	-0.045
	0.018
	-0.032
	-0.24
	94.67
	95.75

	
	
	38
	10
	3
	-0.049
	0.007
	-0.013
	-0.95
	93.49
	95.24

	foreman
	176x144
	8
	10
	1
	-0.032
	0.007
	0.026
	-3.01
	86.38
	93.99

	
	
	18
	10
	1
	-0.070
	0.022
	0.069
	-3.37
	88.23
	93.16

	
	
	28
	10
	1
	-0.098
	0.004
	0.062
	-0.30
	88.74
	93.51

	
	
	38
	10
	1
	-0.216
	-0.075
	-0.066
	0.53
	88.78
	93.01

	silent
	176x144
	8
	15
	1
	-0.017
	0.034
	0.039
	-3.24
	90.43
	96.09

	
	
	18
	15
	1
	-0.050
	0.065
	0.099
	-4.37
	90.90
	95.93

	
	
	28
	15
	1
	-0.035
	0.014
	0.031
	-0.89
	90.19
	95.17

	
	
	38
	15
	1
	-0.020
	-0.024
	0.006
	0.81
	89.50
	93.55

	paris
	352x288
	8
	15
	3
	-0.032
	0.011
	0.020
	-1.23
	92.36
	95.39

	
	
	18
	15
	3
	-0.051
	0.063
	0.074
	-2.17
	93.03
	95.30

	
	
	28
	15
	3
	-0.031
	0.020
	0.031
	-0.78
	92.54
	94.44

	
	
	38
	15
	3
	-0.031
	0.001
	-0.004
	0.77
	91.75
	93.55

	foreman
	352x288
	8
	30
	3
	-0.031
	0.021
	0.034
	-1.25
	90.55
	93.04

	
	
	18
	30
	3
	-0.043
	0.018
	0.042
	-0.63
	90.87
	93.06

	
	
	28
	30
	3
	-0.059
	-0.005
	0.000
	0.71
	91.03
	93.03

	
	
	38
	30
	3
	-0.089
	-0.024
	0.030
	0.22
	91.24
	93.02

	bus
	352x288
	8
	30
	1
	-0.013
	0.039
	0.067
	-2.47
	85.85
	92.40

	
	
	18
	30
	1
	-0.023
	0.056
	0.101
	-2.53
	86.69
	92.53

	
	
	28
	30
	1
	-0.032
	-0.018
	0.051
	-0.76
	86.79
	91.90

	
	
	38
	30
	1
	-0.043
	0.012
	0.016
	1.16
	87.16
	91.63

	cheer

leader
	720x480
	8
	30
	1
	-0.021
	0.235
	0.252
	-12.61
	95.73
	97.56

	
	
	18
	30
	1
	-0.014
	0.591
	0.613
	-14.47
	95.81
	97.53

	
	
	28
	30
	1
	-0.006
	0.408
	0.438
	-5.36
	95.94
	97.53

	
	
	38
	30
	1
	-0.046
	0.041
	0.080
	0.11
	95.96
	97.43

	mobile

calendar
	720x576

I
	8
	25
	2
	-0.017
	0.000
	-0.004
	-0.42
	97.13
	98.06

	
	
	18
	25
	2
	-0.014
	0.001
	-0.003
	-0.40
	97.21
	98.08

	
	
	28
	25
	2
	-0.013
	-0.012
	-0.004
	-0.45
	97.11
	97.88

	
	
	38
	25
	2
	-0.032
	0.002
	0.004
	-0.49
	96.97
	97.70

	night
	1280x720

P
	8
	60
	2
	-0.035
	0.201
	0.302
	-6.35
	96.87
	98.10

	
	
	18
	60
	2
	-0.071
	0.166
	0.194
	-3.71
	97.01
	98.13

	
	
	28
	60
	2
	-0.041
	0.042
	0.043
	-0.44
	97.14
	98.19

	
	
	38
	60
	2
	-0.044
	-0.012
	0.007
	0.53
	97.10
	98.06

	riverbed
	1920x1080

P
	8
	25
	2
	-0.057
	0.673
	1.285
	-18.23
	94.56
	96.23

	
	
	18
	25
	2
	-0.115
	0.429
	0.585
	-14.11
	94.68
	96.18

	
	
	28
	25
	2
	-0.062
	0.081
	0.099
	-2.17
	95.11
	96.61

	
	
	38
	25
	2
	-0.101
	0.013
	0.016
	1.13
	95.36
	96.77

	average
	
	
	
	
	-0.047
	0.080
	0.117
	-2.531
	92.71
	95.42
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